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EXECUTIVE SUMMARY 
 
Co-designing Metaverse ethics: Perspectives of Jamaican youth  

 
Project Amplify: An initiative hosted by Youth Can Do. I.T. & Jesus College, Oxford  
 
Between February 2023 and February 2024, Youth Can Do I.T. (YCDI), in partnership with Jesus College at the 
University of Oxford and supported by their funding, launched Project Amplify. This year-long initiative 
gathered a cohort of 25 young people (aged 10 to 17 years) from Jamaica to collaboratively design ethical 
guidelines and spaces for the Metaverse. Project Amplify critically explored the Metaverse through a socio-
technical lens, emphasising the ethical implications of this rapidly evolving technology, particularly from the 
perspective of young people. Conducted during a period of unprecedented and rapid technological 
advancements in AI, the project also explored how these guidelines might shape the ethical implementation of 
AI within the Metaverse. As an experimental educational initiative in a Global Majority context, Project Amplify’s 
goal was twofold: (1) to amplify and empower young people’s voices in an anticipatory governance process of 
establishing ethical guidelines for the Metaverse and (2) to establish a collaborative classroom around 
Metaverse ethics, including ethical Metaverse design.  
 
To more effectively engage Jamaican young people within a Global Majority context and address the prevalent 
lack of discourse on the Metaverse in Jamaica, the project provided capacity-building training sessions. The 
sessions aimed to equip participants with the requisite knowledge, skills and dispositions to co-create guidelines 
around the ethical design and use of the Metaverse. Delivered by experts from diverse fields—such as creative 
design, philosophy, ethics, AI, education, human-centred design, law and policy development—the training 
provided a foundation for informed guideline development. In this unique setting, Jamaican youth, who might 
not ordinarily have access to such training, were given the opportunity to engage in meaningful discussions 
about complex ethical and digital transformation issues related to the Metaverse. They interacted with peers 
as well as professionals, scholars, designers, policymakers, and industry leaders. In addition to enhancing the 
capacity of young people, the project provided capacity- building training sessions for university-aged 
facilitators from Jamaica and Jesus College, Oxford. This training was crucial as the facilitators were instrumental 
in advancing the project and leading sessions with the young people, ensuring effective implementation and 
guidance throughout the initiative. Given that many of the facilitators had limited prior experience with co-
designing with young people, the training was vital for supporting the project’s critical inquiry and 
methodological approach.  
 
This document is the result of an iterative co-creation process among the young people, University-aged 
facilitators, and project organisers. Throughout the project, collaborative tools like Google Jamboard, 
functioned as dynamic documents in which every participant actively contributed knowledge and insights 
during remote anchor sessions, breakout sessions, and in-person working groups. Given the project’s diverse 
contributors, viewpoints, and areas of expertise, the synthesis presented, particularly the spotlights in the 
findings section, should not be seen as exhaustive or fully representative of every theme discussed. While the 
use of the spotlight format for presenting thematic findings prioritises concise takeaways that informed key 
ethical guidelines, we recognise that this approach may overlook some intricacies. Consequently, the 
descriptions provided may be more general than the detailed discussions that took place during the project. 
However, these intricacies are thoroughly addressed and represented in our complementary ethical guidelines 
document. 
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We extend our sincere gratitude to all the young people and their parents/guardians, the University-aged 
facilitators, the expert presenters who conducted the capacity-building training sessions, and the YCDI staff for 
their time and dedication to Project Amplify. We also thank Jesus College, Oxford for their collaboration, 
generous funding and support of this initiative. 
 
Key Highlights and Common Themes  
 

• We employed a participatory design, specifically a community-based participatory design, to leverage 
the existing community within which the project was situated (i.e., the YCDI community). 

• Our approach to co-designing was flexible, demonstrating a transition between different co-design 
models. Specifically, this involved shifting between the Learning and Co-Designing Spaces and Youth 
Lab models, depending on the young people’s growing knowledge and capacity-building needs. 

• By navigating through both models, we were able to acknowledge and illustrate the evolving roles of 
the young people throughout the project, identifying points where additional learning was required. 

• We employed a spotlight approach to highlight common themes, recognising the iterative nature of co-
designing the ethical guidelines. This process was facilitated via an online collaborative document, 
where young people, facilitators, and project coordinators collaborated continuously. Below, we 
present a summary of the common themes identified during the project. 

 
Throughout the project’s discussions, several key themes consistently emerged. These themes were directly 
relevant to each session’s topic or indirectly connected with our broader, ongoing conversations. We present 
an overview of these common themes below and elaborate upon them in the individual spotlights in the findings 
section of this report.  
 

• In every session, the theme of privacy and data protection emerged throughout our discussions. The 
group discussed a range of issues in this context, including the nature of how terms and conditions are 
presented, privacy-preserving infrastructures and the amount of data being collected about young 
people for undisclosed purposes.  

• This prompted further discussions about the lack of empowerment, highlighting the crucial role of 
autonomy in Metaverse interactions. The conversations focused on enhancing autonomy from both 
regulatory and skill-development perspectives. Crucially, participants emphasised the need to foster 
autonomy within the Metaverse in an ethical manner (ethical autonomy). This includes educating users 
on the benefits of responsibly sharing their data for the greater good of society, thereby empowering 
them to exercise ethical control over how their data is used. It was suggested that this process could be 
effectively managed through an autonomy life cycle, which recognises different stages of user 
autonomy. This cycle would guide and regulate how engagement and disengagement with the 
Metaverse evolve, develop, and are managed over time, including the management of virtual data. 
Central to this cycle is the emphasis on fostering critical thinking among Metaverse users, aiming to 
prevent the emergence of a critical thinking paradox, where overanalysing ethical engagement in the 
Metaverse leads to confusion or inaction. This approach seeks to guide users in making informed, ethical 
decisions without becoming overwhelmed by the complexities of navigating the virtual environment. 

• Relatedly, human flourishing by design emerged as a gateway through which participants discussed the 
central role of well-being, which was closely linked to elevating inclusivity and accessibility.  

• Finally, participants highlighted the importance of reducing deceptive patterns in Metaverse design. 
• We offer recommendations for policy-makers, investors/funders, Metaverse providers and developers, 

and researchers. 
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INTRODUCTION 
At present, we are witnessing the emergence of new waves of computing innovation, characterised by the rise 
of big data, the integration of humans and artificial intelligence (AI) as collaborative partners, and the 
development of multi-sensory AI interactions (Coyle & Hampton, 2024; Ozmen Garibay et al., 2023; Wang et 
al., 2023a). These new computing waves are further intensified by advancements in extended reality (XR) 
technologies, which encompass three common applications of spatial computing: Virtual Reality (VR), 
Augmented Reality (AR), and Mixed Reality (MR) (Stanney et al., 2021). Moreover, pivotal moments have 
shaped the course of history,1 and we are currently experiencing one of them with the growing public interest 
in AI and emerging technologies like the Metaverse, which is the central focus of the current project (Wang et 
al., 2023a). Presently, an array of Metaverse platforms is available, exemplified by popular games like Fortnite, 
Minecraft, and Roblox. These platforms collectively captivate 42 million users, with global organisations like 
Virbela and Nike establishing virtual environments such as wedding venues and Nikeland, respectively (Hirsh-
Pasek et al., 2022). With burgeoning interest in Metaverse development, we are at a pivotal juncture for 
considering strategies that guide the ethical development of this virtual environment.  
 

What is the Metaverse?  
 
Virtual environments, including the Metaverse, 
have become integral components of computing 
history, representing digital spaces that lack 
physical presence but are crafted through digital 
means. Early examples like the text-based 
adventure game Adventure in the 1970s laid the 
groundwork for more immersive experiences like 
Ultima Online and EverQuest in the 1990s (Klastrup, 
2009). Today, there is a resurgence of interest in the 
Metaverse concept, underpinned by substantial 
investments from Big-Tech giants such as Meta, 
OpenAI and Microsoft in virtual and augmented 
reality technologies (Bagley, 2024). Supporting the 
value of investing in the Metaverse is the emerging 
view that it has significant potential for fostering better communication, personalised learning, and creating 
low-risk immersive experiences to improve educational outcomes (Akour et al., 2022; Barrera & Shah, 2023; Lin 
et al., 2022). Furthermore, recent advancements in blockchain and cryptocurrency technologies have 
introduced the idea of virtual economies within these virtual worlds (Gadekallu et al., 2023). These economies 
allow for the ownership, trading, and monetisation of digital assets, providing new opportunities for creators 
and users alike.  
 
In October 2021, Mark Zuckerberg made headlines by announcing Facebook’s rebranding to Meta (Facebook, 
2021). This sparked widespread debate across academic circles, industry sectors, and public discourse on social 
media platforms (Kim, 2021; Murphy, 2021). However, Facebook’s rebranding does not mark the inception of 
the concept we now understand as the Metaverse. The term Metaverse was coined and introduced in Neal 
Stephenson’s 1992 sci-fi novel Snow Crash (Stephenson, 2003), and 30 years later, it continues to be a poorly 
understood technology, both in its definition and ethical application. It was presented as an alternate VR world 

 
1 https://www.theguardian.com/world/2014/nov/22/80-landmarks-in-80-years-that-shaped-our-world 

https://www.theguardian.com/world/2014/nov/22/80-landmarks-in-80-years-that-shaped-our-world
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that was accessible to users across the globe through earphones and goggles; this was constructed through 
computer graphics. In Stephenson’s novel, The Metaverse’s framework is built upon a protocol named the 
Street, connecting various virtual communities similar to the underpinning infrastructure of the internet 
(Mystakidis, 2022). Within the Metaverse, users are represented as avatars and the encounters within this 
world can significantly influence one’s perception and interaction with the physical world. A compelling promise 
of the Metaverse is its ability to offer an unprecedented sense of presence, something that existing technologies 
have yet to achieve (Bolognini & Carpenelli, 2022). 
 
The term “Metaverse” is a combination of “Meta” (a Greek prefix denoting post, after, or beyond) and 
“universe” (Mystakidis, 2022). Essentially, the Metaverse represents a post-reality universe—a continuous and 
persistent multiuser environment — that seamlessly blends physical reality with digital virtuality. More 
comprehensively, Parisi (2021) articulates seven fundamental principles that delineate the nature and scope of 
the Metaverse. According to these principles, the Metaverse is singular, embodying a unified virtual landscape. 
It operates on the premise of openness, welcoming participation from all individuals. Furthermore, it upholds 
inclusivity as a core value, ensuring accessibility to everyone. Crucially, no single entity holds absolute control 
over the Metaverse. Ultimately, Parisi suggests that the Metaverse is synonymous with the Internet, 
emphasising its interconnectedness and pervasive influence. Drawing on the various existing definitions of the 
Metaverse, we have chosen to define it in this study as follows: 1) it must be a shared space, that may include 
the convergence of different technologies, including AR, VR and XR as enabling technologies; 2) there should 
be an immersive component to how you enter, acknowledging that there is a reality gradient, spanning from 
physical, augmented, mixed and virtual reality; 3) the environment must be interactive, in which social 
phenomena occurs, including gaming and social media; and 4) the user should be represented digitally, typically 
through an avatar (Mystakidis, 2022; Ng, 2022; Wang et al., 2023a). 
 
The growing interest in the Metaverse has led many countries and companies to actively seek deeper 
integration into this emerging digital world. For example, Republic Realm, a virtual land developer company, 
bought land in The Sandbox from video game company Atari to the tune of $4.3 million, which is recorded as 
the most expensive cost for virtual property (Abrar-ul-Haq & Arkam, 2024; Putzier, 2021). Other significant 
acquisitions include the purchase of a virtual plot by the real estate company Metaverse Group within 
Decentraland, a platform offering decentralised VR spaces. This transaction, valued at $2.43 million, represents 
the second-highest expenditure recorded for virtual property to date (Huynh-The et al., 2023). 
 
Ethical considera3ons in Metaverse development and implementa3on 
 
In recent years, there has been a fierce competition to establish the infrastructure, protocols and policies that 
will define the standards for governing the Metaverse (Mystakidis, 2022). However, alongside these 
technological advancements, there are often infringements on the rights of the users. A recent example is 
Meta’s proposed updated privacy policy, which seeks to use years of personal posts, private images, and online 
tracking data to train unspecified AI technology (McMahon, 2024). This technology can gather personal data 
from any source and share information with unspecified third parties. Instead of seeking user consent (opt-in), 
Meta asserts that it has a legitimate interest that outweighs the fundamental right of its European users to data 
protection and privacy (Noyb, 2024). Meanwhile, as this policy space evolves in the commercial world, the 
development of regulatory frameworks to ensure ethical engagement with the Metaverse remains in its infancy. 
Similarly, in the research context, challenges persist in defining what it means to be ethical, particularly when 
accounting for diverse cultural values, societal norms, and stakeholder perspectives (Benjamins et al., 2023). 
However, understanding the concept of ethics is crucial for developing a shared framework that guides the 
creation of an inclusive, respectful, and fair Metaverse. What does it mean to create an ethical Metaverse, and 
how is this currently being considered across various contexts? 
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Metaverse development in Global North contexts 
 
In recent years, several countries in the Global North have increasingly focused on how to advance the 
development of ethical Metaverse ecosystems. For example, South Korea committed to becoming a global 
leader in the Metaverse through proactive policies and substantial investments (Timnaz, 2023). The country 
released its Metaverse strategy in 2022 (South Korean Ministry of Science and ICT, 2022), and in 2023, Seoul 
launched Metaverse Seoul,2 the first urban Metaverse, to enhance communication in education, tourism, and 
commerce, and support vulnerable communities (Seoul Metropolitan Government, 2023). This initiative is 
guided by eight ethical principles: authenticity, autonomy, reciprocity, privacy, fairness, data protection, 
inclusiveness, and future responsibility, all categorised under three broader principles of respect, social fairness, 
and connection with reality (Seoul Metropolitan Government, 2023; South Korean Ministry of Science and ICT, 
2022). The Korean Communications Commission also recommended six Metaverse principles specifically for 
business operators, including community value and fair economic activity (Korean Communications 
Commission, 2023). Other countries, despite lagging behind South Korea in their Metaverse development, are 
actively incorporating ethical guidelines into their Metaverse strategies. For example, Finland emphasises user 
privacy, security, and autonomy (Vallirinne & Jokitalo, 2023). The European Union (EU) emphasises core ethical 
values including human dignity, freedom, democracy, privacy, autonomy, justice, and solidarity. It advocates 
for the adoption of AI ethical principles as a guiding framework to ensure the development of a responsible and 
ethical Metaverse (Maciejewski, 2023). While the United Arab Emirates (UAE) has developed Metaverse 
strategies aimed at creating greater employment opportunities, including enhanced human thinking process 
and providing Metaverse education (UAE Government, 2023), and Japan also have their own Metaverse 
strategy (Virtual Dimension Center, 2024), both these countries have provided fewer details regarding the 
specific ethical guidelines driving their Metaverse development.  
 
Metaverse development in Global Majority contexts: A Caribbean perspective  
 
The Global Majority is also establishing a significant presence in the Metaverse (see Kshetri, 2023, for a 
comprehensive overview of Metaverse development across Africa, Vietnam, and Thailand). Despite being at 
varying stages of development, a common trend among Global Majority countries is the relatively limited 
emphasis on strategies guiding Metaverse development, including ethical considerations, compared to the 
Global North. An exception is China,3 which has a Metaverse strategy grounded firmly in Xi Jinping’s socialism 
principles (Virtual Dimension Centre, 2024). 
 
The Caribbean, including Jamaica—the context of this project—is beginning to establish a presence within the 
Metaverse. Although the concept of the Metaverse in the Caribbean has received limited attention in academic 
research, it has seen notable progress through popular media and governmental initiatives. For example, the 
Government of Barbados has committed to becoming the first nation to establish an embassy in the Metaverse, 
creating a diplomatic presence within Decentraland (Caribbean Telecommunications Union, 2021; Kimber, 
2021). Other Caribbean countries, such as St. Vincent and the Grenadines, are exploring developing a virtual 
Carnival for access in the Metaverse (Wong, 2022) and Dominica has partnered with TRON to develop Dominica 
Metaverse (Shakyawar, 2023). In Jamaica, Youth Can Do I.T. (YCDI) hosted the first fully-immersive conference 
in the Metaverse, #IamWITy, in 2022.4  In the 2022-2023 Jamaican Sectoral Debate, Member of Parliament Lisa 

 
2 Metaverse Seoul is available for download on Google Play (for Android) and the App Store (for iOS). 
3 While China is often categorised as a developing country, it is also a subject of ongoing geo-political and geo-economic debates regarding its classification as 
either developing or developed (see Weinhardt & Petry, 2024 for a more comprehensive discussion on the contestation of China’s developing country status). 
4 https://our.today/a-jamaican-first-ycdi-celebrates-international-girls-in-ict-day-in-the-Metaverse/ 
 
 

https://our.today/a-jamaican-first-ycdi-celebrates-international-girls-in-ict-day-in-the-Metaverse/
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Hanna emphasised the importance of understanding the Metaverse and the economic opportunities it offers, 
particularly in promoting Brand Jamaica (Public Broadcasting Corporation of Jamaica, 2022). Hanna further 
highlighted the potential benefits of licensing through Non-Fungible Tokens (NFTs)—unique certificates of 
ownership for digital assets — for economic development (Mazur & Polyzos, 2024). There is, however, a need 
for robust infrastructure to support these advancements. Hanna drew a parallel to the success of Jamaican 
athletics, an industry that has thrived as a result of sustained investments in sports training and development. 
She emphasised that analogous investments in the Metaverse could similarly empower Caribbean creatives to 
monetise uniquely Jamaican NFT products and services, such as Jamaican Jerk and Virtual Reality JA (Public 
Broadcasting Corporation of Jamaica, 2022). The ability to globally expand Caribbean-focused products and 
services through virtual platforms could enhance economic resilience by leveraging XR technology for 
diversification. This approach will likely maintain stability in the face of physical supply chain disruptions, 
thereby strengthening the region’s sustainable development. 
 
Despite the increasing interest in the Metaverse across the Caribbean, our R-Search rapid research (see 
Verhurst & Young, 2015 for details on the R-Search methodology) highlights a significant disparity. That is, 
although the Metaverse has been widely covered in popular media, there is a notable paucity of comprehensive 
academic or industry-based research—particularly studies demonstrating community-oriented approaches—
that address the ethical evolution of the Metaverse in the Caribbean. To the authors’ knowledge, at the time of 
writing this report, only two peer-reviewed journal articles on the Metaverse’s evolution in the Caribbean have 
been published, both authored by the same researchers. In the first, Rameshwar and King (2022) initially aimed 
to conduct a bibliometric analysis of Metaverse evolution in the Caribbean, examining 604 articles from the 
Web of Science database on Metaverse-themed research (including NFTs, blockchain, AR, VR, MR, and XR) from 
1995 to 2022. These keywords were chosen as they were previously identified as key to the Metaverse evolution 
journey within the Caribbean. However, the results showed a lack of specific work on the Caribbean in the 
Metaverse context. Consequently, the authors expanded their search to Google Scholar, offering a broader 
dataset focusing more on Industry 4.0 and enabling technologies, such as those related to XR and blockchain 
(including NFTs), which is where most of the available information on the Caribbean is seemingly concentrated. 
The review presents 8 NFT product examples and 27 XR project examples within the Caribbean (see Tables V 
and VII, respectively in Rameshwar & King, 2022). These experiences span various domains such as 
entertainment, education and escapism, including VR experiences of the former Prime Minister Eric William’s 
1962 independence address in Trinidad and Tobago, as well as carnivals and heritage tours in the Bahamas. 
 
The second peer-reviewed publication adopted a survey approach across Caribbean XR developers to examine 
the factors that encourage the development of XR projects in the Caribbean to advance their Metaverse mission 
(Rameshwar & King, 2023). Although the findings aimed at being representative across 13 Caribbean countries, 
due to sampling difficulties, the respondents were most heavily represented in Trinidad and Tobago (40.3%) 
and Jamaica (32.5%), accounting for 73% of the total respondents. While this limitation impacts the 
generalisability of their research, it offers a valuable foundation for the current study focused on Jamaica, 
enabling a deeper understanding of Metaverse evolution within the Jamaican context. Rameshwar and King 
(2023) recommended that successful development and governance of the Metaverse will depend at least on 
enacting three elements. Firstly, it is crucial to identify the enabling factors for Metaverse development. The 
study pinpointed key elements such as a clear design focus, a meaningful understanding of users, the location 
of use, and the purpose of use. For instance, it was identified that most Caribbean developers were particularly 
interested in leveraging XR opportunities to enhance education and training. Secondly, the researchers 
recommended developing effective governance through a tripartite strategy that includes an Industry 4.0 (4th 
industrial revolution) strategy, UX (user experience) strategy, and financial strategy. The UX strategy, in 
particular, is informed by a deep understanding of the user, which creates more just, equitable, and accessible 
digital experiences in virtual reality. Finally, it is essential to consider the economic pathways that can be 
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leveraged to enable, foster, and continue to innovate the industry-oriented possibilities of developing XR in the 
Caribbean region. 
 
Rameshwar and King’s recommendations broadly align 
with the mission of Jamaica’s long-term National 
Development Plan – Vision 2030 – specifically, Goal 2, 
which includes National Outcome #5 – Security and 
Safety and National Outcome #6 – Effective 
Governance (Planning Institute of Jamaica [PIOJ], 
2009). These outcomes emphasise the commitment to 
developing a comprehensive plan that prioritises 
safety, respects everyone’s rights, upholds shared 
values, and provides justice and fairness for all citizens. 
A recent implementation of Goal 2 is the development 
of Jamaica’s local Data Protection Act (2020), which 
signals the commitment to context-specific rule of law 
to promote safe and ethical handling and governance 
of data.  Closely related to this, and aligning with the 
current study’s focus on developing ethical guidelines 
for Metaverse spaces, is Goal 3, which encompasses National Outcome #11, aimed at advancing a Technology-
Enabled Society (PIOJ, 2009). However, what remains absent from Goal 3 are specific ethical guidelines and 
principles to guide the ongoing Metaverse evolution in Jamaica and, more broadly, across the Caribbean. 
Instead, there is currently an emphasis on securing funding to accelerate digital transformations, such as those 
provided by the 11th European Digital Funds (Caribbean Community [CARICOM], 2021). Moreover, despite 
roadmaps like Jamaica’s Vision 2030, which emphasise the inclusion of young people in decision-making 
processes on matters of national and international significance (PIOJ, 2009), there remains a notable lack of 
focus on co-designing policies with young people, particularly those related to shaping the ethical evolution of 
the Metaverse. 
 
Co-designing ethical spaces digital spaces with young people 
 
Previous academic research has investigated the nature of the co-design process with young people, including 
the co-creation of digital spaces in both Global North (McNally et al., 2018; Wang, 2023b; 2024) and Global 
Majority (Fisher et al., 2016; Third et al., 2021) contexts. For a comprehensive exploration of co-designing with 
children across various abilities and contexts, refer to Korte et al. (2023) which features a special issue dedicated 
to pushing the boundaries in this field. Similarly, within industry, major technology companies have 
documented their commitment to obtaining insights from young people. Meta, for instance, details its co-
design process with teens and their parents, highlighting that much of their work is underpinned by rights-based 
principles, including those outlined by the United Nations (Montgomery & Busso, 2022). For example, Meta 
acknowledges the importance of General Comment No. 25 (United Nations Convention on the Rights of the 
Child, 2021), which provides clear guidance on applying the Convention on the Rights of the Child to the digital 
world: it emphasises ensuring equal access, protecting privacy, preventing online harm, promoting digital 
literacy, and involving children in digital policy-making, while highlighting the responsibilities of governments 
and private entities in upholding these rights. Similarly, Article 12, a key principle of the United Nations 
Convention on the Rights of the Child (UNCRC), grants children the right to be heard in all matters that affect 
them. It ensures their participation in decision-making processes impacting their lives, allowing them to 
influence these decisions according to their age and maturity (United Nations, 1989). Together, these policies 
are aimed at empowering young people, enabling them to lead more productive lives (Patton et al., 2016). 
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Recognising the critical importance of empowering young people in digital spaces, scholars have developed 
various toolkits to guide best practices: these toolkits offer frameworks both for engaging young children 
effectively and for designing digital environments that prioritise their best interests. Cortesi et al. (2021, 2019) 
have well-documented resources on how to implement youth engagement activities for understanding their 
perspectives of the digital world. Similarly, the Digital Futures Commission has developed toolkits, including an 
interactive tool based on their playful by design principles, to assist designers in creating play experiences for 
young people that respect and uphold children's rights (Colvert et al., 2024). Notably, a partnership between 
the 5Rights Foundation and the Digital Futures Commission led to the creation of the Child Rights by Design 
Framework. This framework promotes 11 key principles, including equity and diversity, agency, and 
consultation, to ensure that a safety-by-design approach is integrated into technological development 
(Livingstone & Pothong, 2023). 
 
More recently, Kucirkova et al. (2024) have called for a greater focus on using responsive methods to facilitate 
a more nuanced exploration of young people’s experiences in digital spaces. This is based on the understanding 
that, in our highly networked society, it is becoming increasingly difficult to document and evaluate children’s 
experiences and perceptions of their digital engagement. Importantly, new methods are frequently required to 
effectively explore the nuanced and sometimes contradictory aspects of design propositions. For example, 
previous research consulting young people about their perceptions of the risks and benefits of the digital 
landscape uncovered the concept of “risky opportunities” (Livingstone et al., 2012, p.5). This highlighted that 
the traditional distinction between risks and opportunities may not fully capture children’s online experiences, 
as some risks can also be perceived as opportunities by children (Stoilova et al., 2016). For instance, while an 
online game might expose users to seemingly offensive content, it could also provide educational opportunities 
that enhance critical thinking skills and dispositions. Therefore, both in this case and more broadly, new 
approaches to co-designing with young people must be context-sensitive to effectively capture the complex 
interplay between harms and benefits. This further underscores the need for a more nuanced approach to 
evaluating online experiences, as skills like critical and creative thinking are crucial for empowering students to 
become responsible global and digital citizens, including strengthening their ability to engage effectively in the 
co-design process (Gottschalk, 2020).  
 
At the same time, as we seek to engage young people in developing their skills for sharing their perspectives, 
policy must be developed to align with these efforts. For instance, research indicates that young children often 
feel their voices are either inadequately acknowledged or dismissed outright (UNICEF and Eurochild, 2019). 
Studies conducted in Northern Ireland further illustrate this sentiment, showing that many young children 
perceive their input as having minimal impact (Kilkelly et al., 2005). Nevertheless, there are other positive 
developments in policy-making, such as the Online Safety Act (Department for Science, Innovation and 
Technology, 2023) in the UK, which seek to ensure that companies and technology design adhere to best 
practices in the interest of vulnerable groups, such as children and young people. Arguably, one best practice 
in this area is to co-design technology with young stakeholders, ensuring that it aligns with their values and 
needs. Similarly, the US Senate has recently advanced two online safety bills that seek to hold social media 
platforms accountable for their impact on children and teens (Warburton & Godoy, 2024). Notably, however, 
there are no specific global laws governing the development of the Metaverse. As the Metaverse continues to 
develop, it is essential for researchers, children and young people, industry developers, and policymakers to 
actively engage in co-design to create interactive, immersive, and collaborative experiences that prioritise the 
best interests of users. 
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Project Ra3onale 
 
While Jamaica’s Vision 2030 aspires to ensure that “youth are empowered to contribute meaningfully in building 
and strengthening the communities to which they belong” (PIOJ, 2009, p. VI), a significant gap remains in the 
contributions that young people in Jamaica are making to the design of emerging technologies. As Jamaica and 
the global community increasingly focus on expanding Metaverse implementations, particularly in the context 
of education and training (Rameshwar & King, 2023), it is crucial, at this pivotal moment before the Metaverse’s 
widespread adoption, to (1) establish clear ethical guidelines for engaging with this emerging space and (2) 
amplify and empower the voices of typically underrepresented groups in Jamaica—especially young people—
in the ethical design of the Metaverse, a space that, if expanded within education, will influence their 
experiences. In this project, we specifically define empowerment as the transformation of students’ roles from 
passive recipients of information to active contributors of knowledge. 

Importantly, to effectively collaborate with Jamaican young people, we must recognise that while youth from 
various backgrounds can assume diverse roles in co-design, a common critique is that participants often come 
from privileged backgrounds, characterised by affluence and membership in dominant cultural groups 
(Constantin et al., 2020; Walsh, 2018). These participants may have pre-existing skills that boost their 
confidence in co-design initiatives (Korte et al., 2023). In contrast, Jamaican youth are typically 
underrepresented in such initiatives, where co-designing with young people is the exception rather than the 
norm in Global Majority contexts. Importantly, participants from the Global Majority often face persistent 
challenges in meaningfully engaging with participatory work related to sharing their perspectives on digital 
spaces. These challenges stem from limited experience or familiarity with the technology being designed and 
with the brainstorming processes involved in co-design, often due to educational contexts that do not 
encourage young people to voice their opinions (Kam et al., 2006; Liu & Roto, 2017). In Jamaica, this issue is 
often worsened by large class sizes, with up to 50 students per class and only one teacher, which significantly 
limits opportunities for student participation, particularly verbal expression (Allen, 2018). To bridge the 
potential familiarity gap with knowledge of the Metaverse and ensure meaningful participation, we offered 
capacity-building training workshops for the participating young people. Acknowledging that the project 
predominantly involved young people, who may have limited experience in articulating their perceptions 
verbally, we primarily provided activities that involved writing or designing solutions, allowing participants to 
work within their comfort zone. Nevertheless, to develop their verbal expression skills and provide 
opportunities for oral communication, we incorporated, for example, role-playing activities and round-robin 
discussions (Sahardin et al., 2019). These approaches were deliberately chosen and designed to promote both 
creative and critical expression, aligning with the participants’ developmental stages and recognising their 
unique perspectives and diverse forms of creative expression (Scott-Barrett et al., 2023). The key research 
questions (RQs) that guided the study were:  

1. RQ1: What are the perceptions of engaging with the Metaverse and co-designing its ethical 
guidelines? 

2. RQ2: What guidelines should inform the design and development of ethical Metaverse spaces? 
3. RQ3: What are the perceptions of co-designing ethical Metaverse guidelines and spaces? 
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METHODOLOGY 
 
The overarching methodological approach in the current study is based on Participatory Design (PD) — an 
approach that engages stakeholders as active contributors in the design process, ensuring that the design 
outcomes are both contextually relevant and aligned with the users’ needs and perspectives (Robertson & 
Simonsen, 2012). Our approach is specifically informed by a community-based PD approach, which we 
conceptualise through Karasti’s (2014) interpretation of communities as “social constructs with open, dynamic, 
and heterogeneous structures for participation” (p. 143). The young people in this study were existing members 
of the YCDI community, a collective comprising both students and adults who are engaged in an ongoing effort 
to become and to nurture, respectively, the next generation of digital content creators. Central to the 
community-based PD paradigm is the recognition that traditional PD methodologies must be adapted to reflect 
the complex, ongoing social relationships and dynamics that characterise the community context within which 
the PD occurs (DiSalvo et al., 2012).  

For more than 30 years, PD approaches have been widely employed in the Child–Computer Interaction field to 
elevate children and young people’s perspectives of technology, particularly through co-design (Druin, 2002; 
Wilkinson & Wilkinson, 2024). Cortesi et al. (2021) advanced four PD models for researchers seeking to co-
design with young people: Youth Labs, Learning and Co-designing Spaces, Youth Boards, and Participatory 
Research. The current study draws inspiration from the Learning and Co-designing Spaces and Youth Labs 
models as the foundational approaches for co-developing the ethical guidelines and their application in the 
creation of ethical Metaverse spaces. While both models support co-designing, the key distinction is that the 
Learning and Co-Designing Spaces model specifically acknowledges that participants may lack the necessary 
knowledge and skills for effective engagement in co-design. Consequently, as part of implementing the Learning 
and Co-Designing Spaces PD model, it is advisable to incorporate experts in instructional design, learning theory, 
education, and the relevant subject matter to effectively support and facilitate the co-designing process. This 
recommendation aligns with the suggestions of Lundy and McEvoy (2011), who highlighted the importance of 
capacity-building sessions in effectively engaging young people as essential contributors to the research 
process. More broadly, these sessions serve to equip young people with a deeper grasp of the subject domain, 
bolstering their self-efficacy, confidence, and capacity for critical thought (Abrami et al., 2015).  

In contrast, the Youth Lab model recognises that young people already have knowledgeable5 insights which 
they bring to the co-design sessions and thus, may not require extensive training. This distinction is important 
for our research context, as the participating young people entered the project with limited knowledge of both 
the complexities of the Metaverse and the processes involved in co-design. Thus, it was necessary to provide 
capacity-building sessions, in which we further aimed to harness the hidden curriculum to empower the young 
people (Jackson, 1968). We aimed to create an environment where the young people could deepen their 
understanding of both the Metaverse and the co-design process, contributing new knowledge while reflecting 
on their individual and collective values in technology design, all within the context of learning alongside their 
peers. 

Recognising and expecting that the young people’s roles would evolve—from learners during the capacity-
building sessions to active contributors and knowledge transmitters during the co-designing sessions—we also 
considered it appropriate to transition to a PD model that would align with their new knowledge and evolving 
roles. Importantly, the Youth Lab model emerged as a flexible approach, allowing us to transition seamlessly 
between this model and the Learning and Co-Designing Spaces based on the specific needs of the situation. 

 
5 We acknowledge that, regardless of providing training, young people contribute valuable insights derived from their unique lived experiences. However, it is 
important to differentiate between “unique” and “knowledgeable” insights. In this context, “knowledgeable” refers to having extensive, near extensive or at 
least some background information and understanding of a particular topic or process, which the young people in this study initially lacked. 
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According to Cortesi et al., the Youth Lab model is characterised by its focus on both learning with and from 
youth, who may possess a good (and sometimes, expert) understanding of the subject material. While we 
recognise that the young people in the current project may not achieve extensive expertise in the Metaverse 
and co-design after the short-term training, their participation in these sessions, coupled with the independent 
study we encouraged, was expected to enhance their foundational knowledge compared to their initial 
understanding at the project’s outset. Additionally, the Youth Lab provides a platform for young people to 
explore each other’s values—an essential aspect of designing ethical Metaverse spaces, especially for 
addressing and resolving value conflicts in technology design. 

At the outset of the project, recognising the importance of providing capacity-building sessions for the young 
people as a prerequisite for their effective participation, we also considered the optimal duration of the co-
design process. While we recognise the potential benefits of shorter co-design approaches (e.g., the ‘tick-box’ 
method described by Read et al., 2022), these processes have been criticised for maintaining decision-making 
power primarily in the hands of adults, thereby limiting young people’s opportunities to develop collaborative 
design skills (Read et al., 2016). Moreover, drawing on our understanding of our young people’s lack of 
familiarity with the intricacies of the Metaverse and the co-design process, we opted for a longer-term 
engagement, recognising that sufficient time would be required for training, co-designing guidelines, and 
subsequently developing their spaces. Consequently, our 1-year community-based PD approach aligns more 
closely with those advocating for longer-term engagement with young people (e.g., Schepers et al., 2022), 
where their roles evolve throughout the co-design process. This approach is consistent with our broader goal 
of empowering the young people during the project. 

Although some authors (e.g., Antle & Hourcade, 2022) have noted the impracticality of involving many children 
in prolonged PD processes, the pre-existing community and trust established by YCDI with young people and 
their parents/guardians provided Project Amplify with the opportunity to engage the young people over an 
extended period. Importantly, to ensure flexibility and accommodate parents’ requirements, parts of the 
project were conducted either entirely online or in a hybrid format, adhering to best practices for online co-
design as established in previous research (e.g., Fail et al., 2022). Finally, to ensure project efficiency and 
continuity, we recruited university-aged students, including some who were already members of the YCDI 
community, and trained them to serve as facilitators throughout the project’s duration. Their involvement was 
guided by the distributed data generation methodology, which emphasises training representatives from youth-
oriented organisations to lead creative and participatory workshops with children, with the goal of gathering 
their perceptions and insights (Third et al., 2021). In the following sections, we provide an in-depth account of 
the PD process over the one-year period,6 covering each of the project’s phases. It should be noted that the 
sessions detailed below were conducted on weekends (Saturdays), with the exception of the in-person session 
in Phase 3, which was held on weekdays. 
 
Par3cipants 
 
Participants included primary and secondary school students from Jamaica and university-aged facilitators 
based in Jamaica and the UK. Throughout each project phase, we ensured that the sample size of young 
participants met the saturation criteria typically recommended for qualitative studies, which suggests a range 
of 9 to 17 participants (Glaser & Strauss, 2017; Hennink & Kaiser, 2022).  After securing ethical approvals in 
accordance with YCDI’s ethical requirements, supported by the organisation’s formalised data and participant 

 
6 The details of this report cover the formal engagement period from February 2023 to October 2023. From November 2023 to February 2024, students 
concentrated on further developing their Metaverse spaces in preparation for an in-person showcase event, “Ethics in the Metaverse Through the Eyes of 
Jamaican Youth,” held at the Cheng Kar Shun Digital Hub at Jesus College, University of Oxford (Our Today, 2024). The event was open to the broader UK 
community and was attended by selected young people, facilitators, and project coordinators. During the four months of preparation, the young people 
continued to receive technical support from project coordinators and available facilitators. 
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protection process, and obtaining informed consent and assent from both parents and young people, as well as 
from our facilitators, the project team commenced engagement with the participants. Facilitators included 
those who were a part of the YCDI’s Change Agents (referred to as Change Agents or CAs) Programme as well 
as masters or doctoral students at Jesus College, Oxford. Change Agents are at the forefront of YCDI’s efforts to 
galvanise young people and be an example of what it means to lead change through technology. Change Agents 
undergo an 11-month intensive programme7 designed to shape the participants – both technically and with the 
right mindset – for the digital world. Through the broader YCDI intensive programme, Change Agents not only 
participate in a variety of training sessions, and personal and professional development activities, but are also 
equipped to implement YCDI projects and programmes. For safeguarding purposes, it is important to note that 
at least one project coordinator (n = 3) was present at all sessions throughout every phase described below. 
 
Materials 
 
The measures and associated activities, such as the interactive, scenario-based approaches detailed in the 
subsequent sections, were informed by the principles of how students learn, including the use of scaffolding, 
active-based learning and feedback (Hattie, 2023; Hattie & Yates, 2013; Hirsh-Pasek et al., 2022; Weinstein et 
al., 2018). The technical implementation of the Metaverse spaces was done through the Mozilla Hubs8 and 
Mozilla Hubs Spoke platforms, an online 3D space hosting tool and online 3D design tool, respectively. The 
Metaverse spaces needed to have synchronised multi-user experiences that allowed different users to interact 
with the environment simultaneously, which we were able to achieve through Hubs by Mozilla. The hosting 
allowed us to integrate YCDI’s domain throughout the project, a crucial connection as the participants’ spaces 
were hosted within YCDI’s online makerspace. 
 
Procedures  
Phase 0: Identifying initial perceptions and knowledge gaps (February, 2023)  

Mode of Delivery: Remote via The Metaverse 

This phase addressed RQ1: What are the perceptions of engaging with the Metaverse and co-designing its 
ethical guidelines? 

Participating young people (n = 10, aged 10 to 15 years, 
6 females) and university-aged (n = 6, aged 18 to 25 
years, 4 females) facilitators convened in a 1.5 hr 
interactive, semi-structured focus group. Given the 
participatory nature of the project and the goal of 
involving young people in shaping the focus of ethical 
guidelines from the beginning, we invited them, along 
with facilitators, to share their initial perceptions 
(including concerns) of engaging with the Metaverse 
and co-designing its ethical guidelines. Recognising that 
some participants may be unfamiliar with the 
Metaverse and thus not fully aware of their concerns, 
we hosted the focus group session within the 
Metaverse (via Mozilla Hubs) to introduce them to this 

 
7 Please note that this intensive training is provided by YCDI and is separate from the capacity-building training offered to facilitators through Project Amplify. 
The Amplify training was more specifically tailored to achieving the project’s objectives. 
8 At the time of writing this report, Mozilla ended its support on May 31st, 2024: https://support.mozilla.com/hsb/kb/end-support-mozilla-hubs 

Figure 1. Scavenger Hunt in the Metaverse 

https://support.mozilla.com/hsb/kb/end-support-mozilla-hubs
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environment. The session included targeted activities, such as a Makerspace scavenger hunt designed to 
explore ethics and co-design, along with broader discussions about the Metaverse itself. For example, in the 
Makerspace scavenger hunt, participants used provided clues to navigate to six distinct locations within the 
Metaverse (see Figure 1). 

At each location, participants encountered brief text-based narratives addressing: (1) the definition of the 
Metaverse, (2) the concept of ethics, (3) the principle of co-design, and (4) ethical principles related to privacy, 
(5) trust, and (6) accountability, with the latter three topics presented at separate locations. These narratives 
on ethical principles (Locations 4 to 6) were specifically designed as scaffolding to support participants’ 
understanding of ethical principles, acknowledging their potentially limited prior knowledge of this area. To 
reduce bias and the limiting of participants’ responses, the activity was intentionally open-ended, allowing for 
the exploration of additional ethical considerations and enabling participants to generate additional principles 
based on their evolving understanding of ethics. Participants were tasked with ranking the principles (from most 
important to least important), including proposing additional ethical principles not covered in the initial 
narratives. This ranking system was strategically used to both identify participants’ primary concerns and inform 
the focus of subsequent capacity-building sessions, ensuring the content addressed their expressed interests 
and concerns about engaging with the Metaverse. Participants had the flexibility to explore the locations in any 
sequence and were encouraged to revisit and adjust their rankings as their understanding of ethics evolved; 
this was particularly relevant if they encountered Locations 4 to 6 (focusing on ethical principles) before 
Location 2 (where the concept of ethics was introduced), as having the knowledge from Location 2 might better 
inform their articulation of new ethical principles. Participants were also encouraged to engage in discussions 
with each other while determining their rankings, which offered an initial opportunity to practise co-designing. 
Following the exploration, a Metaverse roundtable session was conducted in the form of a semi-structured 
focus group. This session aimed to discuss the insights gained from the ranking activity, including collectively 
identify the ethical concerns of greatest and least importance to the participants, and reflect on the concept of 
co-designing. The insights gained from this session also informed the direction of subsequent capacity-building 
sessions, as detailed in the following sections. 

Phases 1 to 3 addressed RQ2: What guidelines should inform the design and development of ethical Metaverse 
spaces? 
 
Phase 1: Facilitator Capacity Building Sessions (March to April, 2023) 
 
Mode of Delivery: Remote via Google Meet 
 
Given the central role of university-aged, student facilitators (n = 6, aged 18 to 25 years; 4 females), who were 
either of Jamaican heritage, studying at The University of the West Indies and The University of Technology (n 
= 4) or of Asian heritage studying at Jesus College, Oxford (n = 2), in leading co-design sessions with the young 
people, Phase 1 was devoted to providing capacity-building workshops for these facilitators. Facilitators 
comprised undergraduate (n = 2), master’s (n = 3), and doctoral (n = 1) students, each specialising in a diverse 
array of disciplines, including International Relations, Political Science, Development Studies, Education, and 
Computer Science. At the time of participation, one of the Jamaican facilitators was intermittently stationed 
between Jamaica, Martinique, and France due to a university exchange programme.  
 
Table 1 provides an overview of the six capacity-building sessions delivered to the facilitators by six academic 
and industry experts, each lasting for approximately 1-hour (~25 minutes of presentation with the remaining 
time allocated to discussion), featuring representation from YCDI, Mtoto News, Fit:match, The University of 
Cambridge, Harvard University, and a local law firm in Jamaica. The session topics were tailored to address key 
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concerns raised by participants during Phase 0. All sessions were hosted via Google Meet, with each session 
lasting up to 1-hour. 
 
 
Table 1. Training sessions during Phase 1 for university-aged facilitators 

Session  Topic 

1 Preparatory session on ‘What is the Metaverse?’ 

2 Co-designing with young people and considerations around play in digital spaces 

3 Emotional Intelligence (EQ) in technology design 

4 Ethical and responsible technology design 

5 Youth digital and computational literacy (youth digital/computational cultures) 

6 Digital safety and security 

 

Importantly, the capacity-building sessions were designed to offer facilitators their first opportunity to engage 
in detailed reflections on the specific guidelines that could guide the design and development of ethical 
Metaverse spaces. Session 2, which focused on learning how to effectively co-design with young people, held 
particular significance since not all facilitators had prior experience involving young people in co-design 
processes. Moreover, these sessions were intended to foster interactivity and collaboration among facilitators. 
While some had previously worked together as Change Agents within the broader YCDI programme, they 
formed a newly established team, with the inclusion of facilitators from Jesus College, Oxford. The training 
further provided them with the chance to share their learning reflections, consider the training’s implications 
and, importantly, cultivate camaraderie within the facilitator group. Additionally, facilitators from outside 
Jamaica (i.e., those from Jesus College, Oxford), were provided with a brief informational document: this 
document provided insights into Jamaica’s meeting customs, as well as its educational and socio-cultural 
landscape, helping facilitators better understand and connect with the young people. 

Phase 2: Ethical Guidelines Development through Learning and Co-Designing Spaces and Youth Labs (May to 
July, 2023) 

Mode of Delivery: Remote via Google Meet 

The goal of Phase 2 was two-fold: (1) to provide capacity building sessions for young people and (2) to engage 
young people in activities involving critical discussions aimed at co-designing ethical guidelines for the 
Metaverse. Phase 2 comprised 9 sessions, with each session alternating between these two focus areas. 
Capacity-building sessions were held one week, aligning with Cortesi et al.’s (2021) Learning and Co-Designing 
Spaces model. The following week focused on developing ethical guidelines, following Cortesi et al.’s Youth Lab 
model. Engaging the young people in these capacity-building sessions was crucial, as we aimed to cultivate their 
critical thinking skills and dispositions for proposing ethical designs. However, the development of critical 
thinking relies significantly on possessing sufficient and current background knowledge in a specific area, 
thereby underscoring the necessity of these capacity-building sessions (Abrami et al., 2015; Johnston et al., 
2023). Below, we provide a detailed account of the capacity-building training for the young people and the 
ethical guideline development sessions. 
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Young People - Capacity Building Sessions: Participants (n = 25,9 aged 10 to 17, sixteen females) engaged in 
five, interactive, remote capacity building sessions. Each session lasted approximately 45 minutes, with around 
20 minutes dedicated to the formal presentation and the remaining time allocated for discussion. All young 
persons participated together in this single session. Prior to the commencement of the capacity-building 
sessions, parents of participating young people were invited to attend a one-hour orientation meeting. This 
session offered a refresher on the specific topics their children would be engaging with and provided an 
opportunity for parents to ask any questions. Subsequently, we held the capacity building sessions through 
Google Meet, delivered by seven academic and industry experts from a variety of organisations, including YCDI, 
Tufts University, Harvard University, The University of Oxford, Mighty Coconut (former Disney Imagineer), 
Google, and Social Crypto Art and Future 2050 from Brazil (see Table 2 for an overview of the session topics).  

 

Table 2. Training sessions during Phase 2 for young people 

Session  Topic 

1 Preparatory session on ‘What is the Metaverse?’ 

2 The Metaverse and co-designing responsible digital spaces 

3 Inclusive and creative design in digital spaces (including brand identity) 

4 Responsible (ethical) play in digital spaces 

5 The Metaverse & digital identity and rights 

        Note: Sessions 2 and 5 featured two co-presenters. 

 

The university-aged facilitators, who were trained in Phase 1, were also present in these sessions to help guide 
discussions between the young people and expert presenters. The primary objective of these sessions was to 
provide the young people with an updated understanding of the nature of the Metaverse and ethics, creative 
and ethical design, co-design principles in action, design which fosters creative and critical thinking, and the 
importance of play within and outside of digital environments. These sessions enabled the young people to 
share their learning experiences and consider the implications of the training on their own thinking for ethical 
Metaverse design. Before each session, whenever feasible, a member of Project Amplify’s project coordinating 
Committee met with each expert presenter to provide an overview of the project’s scope and key findings from 
previous phases. 

Ethical Guidelines Development Sessions: Young people convened with the facilitators for four 1-hour sessions 
via Google Meet to co-reflect and document key insights from each capacity-building training session, with the 
goal of co-designing ethical guidelines for the Metaverse. To make the sessions more manageable, the young 
people were divided into two groups, each guided by multiple facilitators, and remained in these groups for the 
entire four sessions. However, both groups participated in the same activities. Before breaking out into their 
groups, we began each session by gathering in the main virtual room for a general ice-breaker activity aimed at 
fostering group camaraderie. At the end of each session, the groups reconvened, providing the young people 
with an opportunity to share and discuss key insights with members from the other group. 

In preparation for these sessions, the young people were encouraged to conduct research throughout the week 
and, when possible, share their findings via blog posts on an internal forum developed by YCDI. This additional 

 
9 Participants from Phase 0 were included in these sessions, along with new young people who became available to join the project. 
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independent study allowed the young people to broaden their understanding, often bringing new insights and 
information to the sessions that were previously unknown to the facilitators or project coordinators. As the 
young people’s roles evolved from primarily learning to actively transmitting and producing new knowledge, 
the sessions adopted the Youth Lab model. This approach is characterised by co-designing with youth and 
learning from their skills and knowledge (Cortesi et al., 2021). 

To support the planned activities for each session, project coordinators provided facilitators with guiding 
documents to assist in conducting the co-design activities. However, these guides were intentionally flexible, 
allowing facilitators to incorporate their professional insights and select activities that best aligned with the 
session’s objectives. As a result, the final session guides were the product of a collaborative effort between the 
project coordinators and facilitators. Importantly, the project coordinators sought to leverage the facilitators’ 
newly acquired skills and knowledge from their capacity-building training, as well as their existing understanding 
of Jamaican youth expressions and trends, such as language usage, which might not have been familiar to the 
project coordinators but could significantly enhance session engagement. After each session, a 15-minute 
retrospective (retro) meeting was held weekly with the university facilitators and the project coordinators to 
reflect on the session’s process and outcomes, and to refine future approaches. These retrospectives followed 
a structured format, focusing on what worked, what did not work, and what could be improved. 

Guided by principles of learning science (Hattie, 2023; Hattie & Yates, 2013), the four sessions with the young 
people also followed a consistent (but configurable) structure. This process involved reflecting on the details of 
the capacity-building sessions, discussing emerging questions, receiving feedback from facilitators and peers, 
and using common tools like Google Jamboard to document ethical guidelines. For examples of some of the 
initial guidelines articulated by the participants using Google Jamboard, see Figure 2. In what follows, we 
describe the specific activities that were conducted in each session. Importantly, the planned activities were 
aimed at fostering the young people’s metacognition—encouraging them to think about their own thinking, 
including their own values for technology design (Hattie, 2023).  

 

 
 
Figure 2. Examples of initial ethical guidelines that participants articulated using Google Jamboard 

 
Each session was structured around a specific focus area, as detailed below. The thematic focus for each session 
was informed by a combination of the initial concerns identified in Phase 0 and insights gained from the 
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capacity-building training sessions. This approach ensured that the co-design sessions addressed both pre-
existing issues and newly developed understandings. However, it is important to emphasise our intention to 
create an interconnected learning experience. While each session had a designated focus, we deliberately 
integrated thematic elements from previous sessions into the broader discussion, thereby fostering continuity 
and depth in our exploration. 

Session 1: In the first session, the focus was on developing guidelines related to privacy and data protection 
and control over information. We firstly established a shared understanding of the Metaverse: in this way, we 
were able to determine if the term “Metaverse” was uniformly understood among the young people according 
to the definition adopted for our project (see reminder of this definition in the Introduction - What is the 
Metaverse?). We aimed to engage the young people in critically examining the complexities of social networking 
platforms, encouraging them to reflect on Metaverse guidelines concerning privacy, data protection, and 
broader security issues. Facilitators explicitly prompted the young people to put on their critical thinking and 
creativity hats while crafting these guidelines. Prior research underscores the importance of explicitly 
encouraging participants, particularly young children, to be as creative as possible, given the increased 
variability observed among individuals; this approach also enhances the likelihood of generating innovative 
ideas (Harrington, 1975). Additionally, while Google Jamboard was the primary documentation tool, the young 
people were encouraged to creatively express their ideas in the format that best suited them—whether through 
text, drawings, or avatar images—to ensure their thoughts were effectively communicated (Scott-Barrett et al., 
2023). 
 
Session 2: In the second session, the focus was on developing guidelines related to inclusivity and accessibility. 
The objective of the second session was to actively involve the young people in a practical examination of 
responsible design principles across both physical and digital spaces. Working collaboratively in groups, the 
young people envisioned the design of both physical and Metaverse spaces for YCDI, integrating responsible 
design elements and participating in a role-playing scenario to further explore their implications, including 
considerations around resolving value tensions between inclusivity and accessibility.  
 
In the provided role-playing scenario, a tension emerges between enhancing AI-driven inclusivity and ensuring 
accessibility. Integrating diverse and complex AI features aimed at promoting inclusivity may unintentionally 
compromise accessibility for users with disabilities if these features are not user-friendly or appropriately 
designed. Conversely, prioritising accessibility might result in a more streamlined platform that could restrict 
the range of inclusive features offered. To explore this tension, the young people were encouraged to choose a 
role representing either the value of inclusivity or the value of accessibility and engaged in a debate with peers 
embodying the opposing value. This collaborative group activity allowed multiple participants to adopt the same 
value, facilitating a collective effort to address and resolve the value conflict. While engaging in the role-playing 
activity, the young people were guided by insights from their capacity-building sessions, where they evaluated 
potential risks associated with prioritising or de-prioritising a particular value in design, using resources such as 
the AI-Incident Database to identify AI harms and risks (McGregor, 2021). They were then encouraged to devise 
effective strategies for resolving the tension while critically assessing whether such a conflict existed (Friedman 
et al., 2013; van de Poel, 2015).  
 
Towards the end of this session, the young people were also tasked with creating their own avatars, a crucial 
element for establishing identity within the Metaverse. This activity particularly fosters a sense of inclusivity by 
allowing young people to represent themselves in ways that reflect their individuality and diverse backgrounds. 
 
Session 3: In the third session, the focus was on developing guidelines for digital well-being. Building on the 
discussion from the previous session, the young people were first given the opportunity to share the avatars 
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they had created using Mozilla Avatar Creator and Bitmoji.10 The main activity, called “Breaking the Rules,” and 
centred around content moderation: each young person contributed a content moderation rule. They then 
discussed potential ways to break or bend these rules, fostering a deeper understanding of the challenges in 
enforcing such guidelines and engaging in broader discussion about what this means for human development 
(linked to well-being) in digital spaces. Facilitators employed the Socratic method to cultivate critical dialogue 
among the young people (Paul & Elder, 2019). They also encouraged the young people to engage in debates 
and explore solutions related to defining acceptable online behaviour. Specifically, through the Round-Robin 
approach, young people were prompted to brainstorm strategies for enhancing content moderation rules 
(Sahardin et al., 2019). 
 
Session 4: In the fourth session, the focus was on developing guidelines to reduce “tricky” design patterns. The 
young people engaged in activities that highlighted manipulative design patterns commonly found in social 
networking applications, including, the infinite scroll, bait and switch, the roach motel, and confirm-sharing. 
This final session also served as a checkpoint to ensure that the young people understood the project’s 
objectives, including the upcoming phase, which involved using the developed guidelines as a framework for 
designing their own Metaverse environments. In the latter part of the session, time was dedicated to discussing 
how the young people could conduct further research on ethical design principles related to the thematic areas 
covered. They were provided with guiding questions to structure their research and encouraged to contribute 
additional insights to a shared Google document that summarised the guidelines that we co-developed 
throughout Phase 2. These guidelines, initially captured through Google Jamboard, were consolidated into a 
Google Document for more efficient editing, facilitating collaboration on refining all guidelines in a central 
location. This collaborative approach aimed to empower the young people and facilitators to take ownership of 
the guideline creation process while encouraging continued independent exploration of ethical design concepts. 

Phase 3: Metaverse Development (July to September, 2023)  

Mode of Delivery: Hybrid via Google Meet and in-person sessions 

During this phase, facilitators and young people11 collaborated in a hybrid setting to implement the co-designed 
ethical guidelines into their Metaverse spaces. In the remote component, the Youth Lab model was employed 
in which facilitators from Jesus College, Oxford joined to guide discussions with the young people in Jamaica, 
reminding them of the ethical guidelines developed. They engaged in scaled-down versions of the scenarios 
presented earlier in Phase 2 (via the use of story/scenario cards as visualised in Figure 3), allowing the young 
people to review the guidelines, contribute new ideas, and practically consider how these guidelines might 
translate into the design of their own Metaverse spaces. This process facilitated discussions and potential 
revisions, including additions or deletions to the initially developed guidelines from Phase 2. 

In the in-person component, the young people transitioned to a Learning and Co-Designing Spaces model in 
which they met project coordinators, facilitators and each other for a total of 40 hours. This was spread across 
five, full day (8-hr) design sessions, in which the young people acquired technical skills in Metaverse 
development (e.g., web development) aimed at helping them to design their Metaverse spaces. These practical 
and interactive technical sessions were delivered by university facilitators and project coordinators with 
extensive technical backgrounds. Sessions covered a wide range of topics essential for developing the 
Metaverse, including 3D modelling and animation, game development, and VR and AR design. Facilitators also 
provided instruction in basic web development, covering HTML and CSS, as well as network engineering for real-

 
10 Initially we wanted to use a full body avatar creator, specifically Ready Player Me - https://readyplayer.me/. However, due to the ages of our participants, we 
were unable to use the software without violating age requirements. 
11 Although there was a total of 25 young people in this phase, not all of them participated simultaneously due to scheduling conflicts. In any given session, we 
typically had around 10 to 15 consistent participants. 

https://readyplayer.me/
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time interaction. The sessions also included instruction on AI usage and foundational principles of user 
experience design, ensuring that the young people acquired the knowledge and practical skills necessary to 
create and maintain an immersive Metaverse environment. Moreover, as the sessions were designed to be 
interactive, this enabled the young people to develop essential life skills such as collaboration, communication, 
and public-speaking. The project also facilitated the formation of new friendships among those with shared 
interests. At the conclusion of this in-person component, participants were awarded a certificate of 
participation. 

 

 
Figure 3: Story/Scenario cards to facilitate the scaled down ethical guidelines extension session 

Phase 4: Project evaluation (October, 2023)  
 
Mode of Delivery: Remote via Google Meet 
 
This phase addressed RQ3: What are the perceptions of co-designing ethical Metaverse guidelines and spaces? 
 
All young persons, university-aged facilitators, and project coordinators (n = 34,12 aged 10 to 40 years) were 
invited to take part in a 1-hour semi-structured focus group via Google Meet. Due to scheduling conflicts, the 
session was limited to 15 participants (aged 10 to 40, including eleven females across the group), of whom 10 
were young people. The focus group explored the following areas: (a) the nature of ethical Metaverse design, 
including the challenges and affordances involved in ethical Metaverse development; (b) reflections on the 

 
12 One project coordinator was excluded from the final count because they participated in the reflection session as the focus group 
facilitator, not as a participant. 
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capacity-building and co-design sessions; and (c) reflections on future of co-designing ethical Metaverse spaces. 
The focus group session was made more engaging by employing a combination of direct questioning and 
interactive role-playing scenarios. For example, we developed a role-playing scenario designed to address a 
specific value tension in design. In this exercise, young people were encouraged to adopt the persona of one of 
the values under discussion and explore how to resolve the conflict from that perspective. This scenario was 
familiar to participants, as they had previously engaged with a similar activity in Phase 2 – Session 2 of the 
project. They received analogous instructions on how to approach this activity. 
 
Data Analysis 
 
The primary approach to data analysis involved content and thematic analysis of discussions among young 
people, facilitators, and project coordinators, drawn from focus groups, co-design sessions, and reflection 
documents generated with participants across each phase (Bowen, 2009; Braun & Clarke, 2006). For the 
development of the ethical guidelines, reflection documents were thoroughly reviewed and synthesised to 
identify potential pathways for promoting ethical experiences within the Metaverse. The content and thematic 
analysis method followed three key phases (Bowen, 2009; Braun & Clarke, 2006): skimming (initial engagement 
with the transcribed documents to establish preliminary codes), reading (a more comprehensive examination 
leading to detailed synthesis), and interpreting the documents. This process involved organising the data 
according to recognised codes, which were then refined into themes. We employed an amalgamated approach 
to coding that combined both inductive and deductive methods to capture any unforeseen findings in the 
ongoing narratives of our participants (Bruce et al., 2016). The coding process involved iterative reviews by 
three project team members, who achieved an inter-rater reliability of over 95%. We begin by presenting the 
findings on participants’ initial perceptions regarding engagement with the Metaverse and the co-design of its 
ethical guidelines (RQ1), highlighting the ranking of seven key ethical considerations based on participant 
ratings along with their perceptions of co-designing. Next, we report the co-designed guidelines for creating 
ethical Metaverse spaces (RQ2), organised into five thematic spotlights. Finally, we reflect on participants’ views 
and experiences with co-designing ethical guidelines and spaces within the Metaverse (RQ3). 
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FINDINGS 
 

RQ1: What are the perceptions of engaging with the Metaverse and co-designing its ethical guidelines? 

Phase 0 addressed RQ1. When participants were asked about their perceptions, particularly their concerns, 
regarding engagement with the Metaverse and the guidelines they considered important for shaping ethical 
Metaverse spaces, their responses aligned with the following ranking (from most to least important as 
perceived by participants): (1) representation and diversity, (2) privacy and security, (3) (dis)empowerment, (4) 
well-being, (5) spotting tricky design traps, (6) trust and (7) accountability.  

Regarding perceptions of co-design, participants initially had 
limited knowledge of the concept. However, once they 
understood its general purpose and process, they recognised 
its benefits. Both young people and facilitators expressed a 
shared understanding of the pivotal role that co-design can play 
in shaping representative outcomes, reflecting a collective 
commitment to inclusivity and empowerment. Central to this 
discourse was the assertion that young people’s involvement in 
the design process is not merely desirable but imperative. For 
example, one facilitator (aged 21) asserted the necessity of co-
designing with young people: “I think that it is important for 
young people to be a part of the designing process because they 
deserve to contribute their thoughts and ideas to the finished 
product.” This sentiment echoed throughout the discussions, 
emphasising the inherent value of youthful perspectives in 
enriching design outcomes, with a young person (aged 10) 
further noting that, “what older people think is not what young people consider fun and we need to make unique 
things with our imagination and not close it up [limit our imagination].” Similarly, other young people noted 
that “young people have more fun ideas [compared to adults]” and “young people might come up with really 
good ideas” (aged 13 and aged 12, respectively).  

Furthermore, the inclusion of youth voices was not viewed as a mere token gesture, but as a genuine expression 
of respect for their right to influence outcomes that directly impact their lives: “having young people’s voices in 
the co-design process shows respect [for] their basic rights” (Young person, aged 14). This focus on respecting 
rights underscores the transformative potential of co-design, not only in its immediate design outcomes but 
also in its ability to foster a culture of meaningful participation and genuinely listening to children’s voices: “I 
think young people’s voices are essential in the co-design process because adults might not know what young 
people want” (Young person, aged 12). Importantly, participants also highlighted the broader societal 
implications of co-design, emphasising its role in shaping technology that is not only functional but also 
culturally and socially relevant: “the co-design process not only combines the ideas of young people and adults 
but also allows both parties to design technology that represents a diversified result that is inclusive to all 
demographics” (Facilitator, aged 22). Together, this reflects not only the practical benefits of co-design with 
young people but also its profound implications for empowerment, creative problem solving, and social change. 

RQ2: What guidelines should inform the design and development of ethical Metaverse spaces? 

Phases 1 to 3 addressed RQ2. The final and complete ethical guidelines are presented as a separate, stand-alone 
document which can be accessed here. We co-developed ethical guidelines that address five areas: (1) Privacy 

“What older people think 
is not what young people 
consider fun and we need 
to make unique things 
with our imagination and 
not close it up [limit our 
imagination].” 
 
        -Young person, age 10 

https://www.ycdi.online/amplify/final-report
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and Data Protection; (2) Autonomy; (3) Human Flourishing; (4) Inclusivity and Accessibility and (5) Reducing 
Deceptive Patterns in Design. 

We however acknowledge that while the co-designed guidelines and their thematic titles were largely shaped 
by the extensive reflections that took place throughout Phases 1 to 3, they were also initially influenced by 
earlier discussions in Phase 0 (see RQ1), where participants first ranked key concerns about engaging with the 
Metaverse. As our discussions and co-design sessions advanced, we built upon these initial concerns and revised 
certain terms in response to participant feedback. For example, the initial concern with well-being developed 
into the broader theme of Human Flourishing, reflecting a more holistic understanding of the concept. 
Additionally, what participants initially understood as empowerment, or the lack thereof, was reframed under 
the broader theme of Autonomy. Similarly, what participants initially termed avoiding “tricky design traps,” was 
rephrased as Reducing Deceptive Patterns in Design. 

Given the iterative nature of our process, including the use of Google documents to refine the guidelines, we 
have chosen to provide spotlight summaries of the guidelines rather than individual quotes. This spotlight 
structure captures the evolution of ideas through the collaborative editing of documents, where young people 
and facilitators were encouraged to continually reflect and propose improvements in wording, concepts, and 
framing for each suggested guideline. We start by offering our shared consensus on what Metaverse ethics 
should encompass, followed by the spotlight summaries of the ethical guidelines:  

• Metaverse ethics as moving the conversation from ethical Metaverse to ethical humans: Technology 
itself does not determine ethics; it is humans who design, implement, and regulate these processes and 
systems. Therefore, our discourse should emphasise human responsibility and accountability in shaping 
ethical practices within Metaverse development. 

• Metaverse ethics as a dynamic process: Ethics is not static; it evolves alongside advancements in digital 
technologies. Viewing ethics in binary terms (right versus wrong) is reductionist and oversimplifies the 
concept. Metaverse ethics should encompass an understanding of societal values and power dynamics, 
with the goal of implementing the Metaverse in a manner that promotes social justice. 

• Metaverse ethics from a comparative perspective: We should explore ethics across time—past, 
present, and future—by defining it through comparative analysis. This includes examining relationships 
across time, both within and beyond the Metaverse, involving interactions between people and AI, and 
envisioning the desired outcomes we aspire to achieve. 

• Metaverse ethics as advancing the best outcomes for humans: Ethical Metaverse design should 
prioritise enhancing the human condition. However, defining “best for the human condition” is 
subjective and context-dependent, necessitating a consideration of who defines and enforces these 
standards. 

• Metaverse ethics as an integrated (rather than an entirely new) branch of ethics: While potential 
ethical challenges in the Metaverse will share similarities with past issues, their scale and complexity 
demand a nuanced approach within existing frameworks. We recognise the dynamic nature of ethics 
and the unique challenges presented by engaging with and within the Metaverse, particularly in light of 
the expanding role of AI within this space. Though not fundamentally new, these challenges require 
careful consideration within existing ethical paradigms. Rather than establishing a distinct branch of 
Metaverse ethics, we propose an integrated approach drawing from disciplines such as computer 
science, philosophy, psychology, sociology, and law. 
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Spotlight One: Privacy and Data Protec6on 

Privacy and data protection refer to the principles, legal frameworks, and practices aimed at safeguarding 
individuals’ personal information from unauthorised access, use, disclosure, alteration, or destruction. 
Participants highlighted the critical importance of implementing robust data protection measures within the 
Metaverse to safeguard user privacy and prevent potential breaches. This theme underscores the necessity for 
developers, platform operators, and policymakers to prioritise the establishment of stringent privacy policies 
and technological safeguards to ensure that users retain control over their personal information. Furthermore, 
it emphasises the need for ongoing dialogue and collaboration among stakeholders to address emerging 
challenges and evolving threats to data privacy within the dynamic landscape of the Metaverse.  

Central to the guidelines that address privacy and data protection was the need for enhancing the accessibility 
and transparency of terms and conditions governing user data within the Metaverse. Recognising that complex 
legal jargon often acts as a barrier to informed decision-making, participants emphasised the importance of 
adopting a user-centric approach to data privacy. They articulated a consensus that traditional text-based 
agreements often prove cumbersome and incomprehensible, particularly for individuals with limited 
technological literacy. As a solution, a recommendation emerged advocating for the integration of visually 
engaging representations of data usage and privacy policies, clearly distinguishing the different purposes for 
which data is used. Such visual aids were envisioned to provide users, irrespective of their technological 
capabilities, with a clearer understanding of how their data is accessed, used (and re-used), and protected 
within the Metaverse.  
 
Participants further envisioned that 
challenges related to privacy and data 
protection could be mitigated through the 
thoughtful application of technology. For 
instance, they proposed the use of MetaPods 
to empower users with greater control over 
their personal data. The concept of MetaPods 
[Pods = personal online data stores], inspired 
by the existing Solid Pods offering, is 
underpinned by decentralised architectures 
and is proposed as a privacy-enhancing 
approach tailored specifically for the 
Metaverse environment. While advocating 
for technological innovation as a means of 
addressing privacy and data protection 
threats in the Metaverse, participants also 
cautioned against the risks of data monetisation and exploitation. They emphasised the urgent need for robust 
privacy safeguards and accountability measures, including stringent encryption protocols and multi-factor 
authentication mechanisms, to proactively prevent the over-collection and misuse of personal data. For 
example, the young people proposed a feature called Uraningrave,* a multi-factor authentication system that 
randomises the type of authentication mechanisms that are used each time a user is accessing personal data. 
Their rationale for the proposed feature name was that combining “Uranium” and “Grave” signals a powerful, 
secure, and serious authentication system. More specifically, they explained that the term uranium conveys 
strength and control, while grave implies seriousness and robustness of the system. Furthermore, participants 
emphasised the importance of holistic approaches to user privacy, advocating for the adoption of 
comprehensive privacy-by-design principles, which should be a standard platform design guideline for 
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Metaverse development. From the initial conceptualisation to the final deployment of the Metaverse, 
participants stressed the importance of embedding privacy considerations as a default within the design 
process. This approach ensures that user privacy and data protection are prioritised at every stage of 
development, emphasising that these safeguards should be part of an ongoing, rather than a one-off, process. 
 
Spotlight Two: Autonomy 
Autonomy involves people’s ability to make independent choices and decisions, free from external coercion or 
undue influence. This includes ensuring access to information for informed decision-making, and managing how 
one’s data is collected, used, and stored. In the context of the Metaverse, this is driven by transparent data 
practices, user-friendly interfaces, and mechanisms for user control over digital experiences.  
 
A central tenet of the autonomy-related design reflections and subsequent guidelines was the importance of 
empowering users to express themselves authentically, both individually and collectively, within digital spaces. 
Participants emphasised the need to provide Metaverse spaces that enable individuals to showcase their 
creativity and identity in ways that reflect the inherent diversity of various cultural backgrounds. In this context, 
participants proposed solutions that celebrate diversity by addressing the unique needs of different ethnic 
groups and communities. They advocated for the creation of diverse, purpose-driven communities, 
empowering users to forge meaningful connections and cultivate shared interests within virtual environments. 
This was viewed as essential not only to the principle of autonomy but also to the broader goals of inclusivity 
and representation, both individually and collectively, within the Metaverse. 
 
Moreover, participants underscored the significance of onboarding mechanisms that facilitate seamless 
navigation and user engagement within the Metaverse, particularly for newcomers and individuals with varying 
levels of technological proficiency. The conceptualisation of the proposed Meta-Tour Guide* feature, 
characterised by a controllable interface and comprehensive overview of key safety protocols, emerged as a 
promising solution to enhance user autonomy in navigating the Metaverse. In parallel, participants advocated 
for the elimination of barriers to information access and dissemination within the Metaverse, stressing the 
importance of promoting free and unrestricted access to educational and entertainment materials. However, 
participants, in critically reflecting on this solution, also cautioned against potential negative impacts around 
unfiltered access. Instead, there were reflections around unfiltered but moderated design structures and 
processes. Additionally, mechanisms for reporting rights violations and safeguarding user autonomy were 
identified as essential components of an autonomy-enhancing Metaverse ecosystem. 
 
More broadly, the guidelines for upholding autonomy were framed within the concept of an “autonomy life 
cycle,” which participants proposed as a structured approach to respecting user autonomy within the 
Metaverse. The proposed autonomy life cycle consists of four stages related to user interaction with the 
Metaverse: (1) initial engagement, (2) continuous engagement, (3) disengagement, and (4) re-engagement. The 
cycle begins with initial engagement, where users are onboarded and thoroughly informed about their rights 
and responsibilities within the Metaverse. During continuous engagement, users are ethically monitored and 
provided with tools that empower their virtual identities and content creation. This stage also includes ongoing 
maintenance and regulation, which involves assessing and adjusting autonomy levels based on user feedback. 
When users choose to disengage from the Metaverse, clear and transparent processes should facilitate a 
smooth exit, allowing them to retain control over their data and virtual assets. Provisions for re-engagement 
ensure that returning users can easily re-enter the Metaverse with updated information and support, ensuring 
a respectful transition throughout their journey. 
 
Participants further emphasised that the promotion of “ethical autonomy” among Metaverse users should be 
a cornerstone of the autonomy life cycle. They proposed achieving this through integrated educational 
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processes within the Metaverse that inform users about the benefits of responsibly sharing their data for the 
greater good of society. This education is intended to empower users to exercise ethical control over their data 
usage. Participants further highlighted the importance of fostering data literacy and critical thinking as crucial 
components of achieving ethical autonomy. However, they also cautioned that poor practices in promoting 
critical thinking could lead to overthinking and paranoia about data sharing, ultimately discouraging users from 
contributing their data to support Metaverse development. 
 
While the principles of the autonomy life cycle hold promise for upholding user autonomy, participants also 
recognised the inherent challenges posed by emerging business models in the Metaverse. These models could 
undermine user autonomy through intrusive advertising, complex legal frameworks that govern interactions 
within digital platforms and overcollection of user data. To address these challenges, participants proposed an 
AI-enabled design feature called Colander,* which functions much like a colander by selectively filtering out 
sensitive information that users do not wish to share with third-party applications. This feature could be further 
enhanced by integrating it with users’ MetaPods for more robust privacy management. 
 
Participants emphasised that enhancing user autonomy should begin with more thoughtful solutions on how 
to help users comprehend complex terms and conditions. Participants firstly noted that enhancing terms and 
conditions can be supported through a feature called Magic Conch Shell,* functioning like a call centre with two 
key functionalities: (1) providing an AI-driven automated response system for simple queries about terms and 
conditions, possibly enhanced by a dynamic, interactive, and animated chatbot, and (2) offering access to a 
trained human terms and conditions agent for more complex inquiries. Participants further proposed that user 
understanding of Metaverse terms and conditions could be improved through the incorporation of tools called 
Terminator* and Conditioner.* They named the tools Terminator* and Conditioner* because they perceived 
that such design should encourage users to meaningfully pause and engage with the Metaverse content. The 
Terminator* aspect prompts users to pause and critically evaluate the information presented, while the 
Conditioner* aspect is designed to educate them about their rights, fostering a deeper understanding and 
conditioning their minds for critical thinking. Specifically, regarding the Conditioner* aspect, the young people 
elaborated on their reasoning behind this proposed name, explaining that just as hair conditioner makes hair 
more manageable, this feature is designed to make complex content in the Metaverse, particularly terms and 
conditions, more manageable and easier to understand. They further proposed that this tool could be enhanced 
by a Woogle Translator,* a feature that would highlight and visualise key areas of the terms and conditions 
most relevant to the user. This customisation would be based on the user’s pre-specified preferences regarding 
the aspects of data usage they are most interested in understanding. The overall objective is to integrate tools 
and features that employ advanced visualisation techniques and interactive elements to simplify and condense 
legal agreements into a more accessible format, especially for younger users. This approach would empower 
Metaverse users to navigate their digital interactions critically and confidently, with a clear understanding of 
their rights and responsibilities. 
 
Spotlight Three: Human Flourishing 

Participants emphasised that ethical Metaverse spaces must prioritise human flourishing as a fundamental 
principle from the very beginning of the design process, rather than addressing it only at later stages. Human 
flourishing, as collectively understood by participants, involves the holistic development and fulfilment of 
individuals, encompassing physical, emotional, mental, and social well-being. It goes beyond merely the 
absence of illness or adversity to include the presence of positive attributes such as happiness, resilience, and 
meaningful connections with others. In the context of designing ethical Metaverse spaces, participants 
emphasised that understanding and promoting human flourishing is crucial, as it is central to creating thriving 
digital communities and societies. 
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Participants reached a consensus on the importance of recommending that initial engagement with the 
Metaverse should begin with a mental health check, and continuous engagement should be supported by 
regular mental health breaks. This approach is intended to promote user well-being and encourage healthier 
interactions with the Metaverse. Additionally, it aims to foster balanced engagement by offering users 
opportunities to disengage and reconnect with real-world, physical contexts. Participants also linked these 
recommendations to the autonomy life cycle, suggesting that these “checks” and “breaks” could serve as 
integral components of this cycle. 

In earlier versions of the guidelines, participants 
initially proposed making these “checks” and 
“breaks” mandatory design features. However, 
upon further reflection, they recognised that 
enforcing such a requirement could potentially 
limit users’ autonomy. Consequently, the 
guideline was restructured as a 
recommendation. To support these “checks” 
and “breaks”, discussions focused on using 
generative and perceptive AI technology that 
could respond to users’ needs in real-time 
based on their emotional state. This technology 
would assess whether a break should be 
suggested, ensuring timely and appropriate 
recommendations. For example, participants 

proposed integrating engaging and accessible resources within the Metaverse, such as a “How do you feel?” 
scale featuring emojis depicting various facial expressions. Paired with an AI bot capable of detecting users’ 
emotional states and alerting a dedicated support team or trained virtual assistant, this feature would aim to 
provide timely assistance and intervention when necessary. 

Additionally, in relation to young Metaverse users, participants emphasised the importance of robust parental 
controls, including restrictions on explicit content and derogatory language, as well as evidence-based limits on 
screen time to ensure safe and age-appropriate Metaverse interactions. Beyond setting screen time limits, it is 
also crucial to explore ways to facilitate collaborative engagement time in the Metaverse between parents and 
children. Moreover, clear community guidelines, and effective reporting systems, co-created with input from 
the community, were deemed essential to address inappropriate behaviour swiftly, with measures in place to 
prohibit cyberbullying and harassment. Enforcing strict terms and conditions, including prohibitions on 
gambling and explicit content, along with an effective, but fair, regulatory system to deter violations, was also 
proffered.  

Spotlight Four: Inclusivity and Accessibility 

Inclusivity refers to the principle of ensuring that all individuals, regardless of their background, identity, beliefs 
or abilities, feel valued, respected, and represented within the Metaverse. Accessibility, on the other hand, 
pertains to the design of products, services, and environments in a way that enables equitable access and 
participation for people with diverse abilities, including those with disabilities. 

Interestingly, the guidelines for enhancing inclusivity initially centred primarily on enabling greater visibility of 
one’s culture, and therefore belief systems. However, through discussions on the concept of inclusivity and 
adopting a critical perspective on its meaning, the guidelines became more forward-thinking and open-minded, 
expanding to encompass other aspects of inclusivity, including cultural diversity and diversity of thought.  
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In relation to upholding inclusivity for people’s culture and beliefs, multilingual support and automatic 
translation features were proposed as a useful way to bridge language barriers, ensuring seamless 
communication for users of diverse linguistic backgrounds. Additionally, increasing the diversity in avatar 
customisation options, including a wider range of skin tones, hair types, and body shapes, promotes a more 
authentic representation of users’ identities. Furthermore, the proposal to adapt visualisations in the Metaverse 
for national as well as international holidays and implement cultural-themed events was thought to foster a 
sense of belonging and cultural exchange among users. By incorporating these features, the Metaverse can 
become a more inclusive and culturally rich environment, where individuals from various backgrounds feel 
represented and valued. In relation to upholding diversity of thought, participants further agreed that the 
Metaverse should promote open dialogue and create spaces where users can engage in respectful discussions 
across various topics without fear of discrimination. Algorithms and recommendation systems should be 
designed to expose users to diverse content and viewpoints, avoiding the reinforcement of existing biases or 
echo chambers. Educational tools should be integrated to foster critical thinking, guiding users in evaluating 
sources and considering multiple perspectives. 

In relation to the interrelated theme of accessibility, participants’ reflections and associated recommendations 
were aimed at ensuring equitable access for individuals with diverse needs and abilities. A prominent suggestion 
was the provision of sign language as a form of communication within the digital space, akin to the expressive 
capabilities afforded by emojis. Furthermore, participants emphasised the integration of technology to translate 
audio to sign language, enhancing communication accessibility for individuals with hearing impairments. 
Additionally, the implementation of a voice-activated control system was proposed to accommodate users with 
physical disabilities, such as cerebral palsy, who may face challenges in manipulating traditional input devices. 
The importance of designing user interfaces with accessibility in mind was further underscored, with 
recommendations including easy-to-read fonts, colour contrast adjustments, and text-to-speech features to 
support individuals with visual impairments or dyslexia; the Universal Design Framework (UDL) emerged as a 
key potential guiding framework for this design. Moreover, measures to ensure international accessibility and 
offline functionality were highlighted, acknowledging the diverse technological landscapes and connectivity 
constraints faced by Metaverse users worldwide. This is particularly important for lower-and middle-income 
countries where it is acknowledged that there is still a digital divide. For example, in reflecting on the Jamaican 
context and in recognising the bandwidth-intensive nature of the Metaverse, participants proposed the creation 
of a dedicated space with reduced bandwidth requirements to facilitate access for users with limited internet 
connectivity or low-quality devices, thus promoting inclusivity and accessibility, which together, provides 
equitable participation within the Metaverse. 

Spotlight Five: Reducing Decep6ve PaBerns in Design 

Deceptive design patterns encompass a range of strategies employed in digital interfaces to manipulate user 
behaviour, often leading to unintended (which may or may not be harmful) actions or outcomes. These patterns 
may include misleading prompts, hidden costs, or exaggerated claims, all designed to exploit cognitive biases 
and elicit desired responses from users.  

It is particularly interesting that privacy policies or terms and conditions agreement requests, specifically their 
placement as pop-ups when users are not inclined to engage with lengthy legal documents, were perceived by 
participants as deceptive design. This approach often leads users to unknowingly agree to terms they do not 
fully understand, thereby undermining the principles of transparency and autonomy in digital interactions. To 
address this issue, participants suggested implementing design features that allow users to easily adjust the 
complexity of terms and conditions, thereby mitigating deceptive practices and empowering users to make 
informed decisions independently. 
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At the core of the guidelines for reducing deceptive design patterns was the goal of cultivating a symbiotic 
relationship between users and designers, defined by transparency, accountability, and mutual respect. 
Participants emphasised the important role of user feedback mechanisms in shaping ethical design practices, 
advocating for designers of Metaverse spaces to solicit and respond to user input regarding the ethicality of the 
space. This not only empowers users to voice their concerns but also holds designers accountable for their 
decisions, thereby fostering a culture of shared responsibility in digital design. Furthermore, participants’ 
reflections highlighted the need for more robust regulatory measures to curb the use of dark patterns, 
underscoring a collective call for stricter penalties and enforcement mechanisms to deter non-compliant 
practices. Concurrently, there was a recognition of the importance of equipping users with the skills and 
knowledge necessary to identify and report instances of deceptive design, thereby enhancing their agency and 
autonomy in the Metaverse. Importantly, the guidelines reflected emerging concerns surrounding the 
manipulation of user emotions, augmented reality distractions, and the adverse impact of algorithmic 
predictions on individual autonomy and privacy. These phenomena were contextualised within broader 
discussions of human well-being, with a particular focus on the ethical implications of such deceptive patterns 
for the overarching goal of promoting and sustaining human flourishing. In response to these challenges, 
participants advocated for holistic approaches that prioritise creative and critical thinking, algorithmic fairness, 
and the cultivation of trust through transparent indicators of Metaverse integrity. 

RQ3: What are the perceptions of co-designing ethical Metaverse guidelines and spaces? 
 
This section presents the findings from a semi-structured focus group involving young people, university-aged 
facilitators, and project coordinators exploring their perceptions of co-designing ethical Metaverse guidelines 
and spaces.  
 
Part I: Reflecting on the nature of the metaverse, ethics and value tension resolution 
 
The discussion initially focused on exploring participants’ understanding of the Metaverse, before moving on to 
address the affordances and challenges (e.g., value tensions) involved in co-designing ethical Metaverse spaces. 
Regarding the understanding of the Metaverse, participants highlighted that it is “a completely different 
universe [that includes] … virtual reality” (Young person, aged 13); it also involves “an immersive space” (Young 
person, aged 10). The Metaverse was also considered as a space: “where you can create your own imagination” 
(Young person, aged 14). A facilitator (aged 21) further added: “it’s not only immersive, but you need more than 
one person for it to be considered a Metaverse … it can’t just be … you alone playing a video game … you have 
to be there with another person.” 
 
In preparation for reflecting on the design of ethical Metaverse spaces, participants reflected on the concept of 
ethics, addressing both its theoretical foundations and practical implications for design. Theoretically, ethics is 
understood as “something that is right,” including having guidelines for “inclusivity and diversity” (Young 
person, aged 10), with the notion of ethical being perceived as “doing something that is moral, something that 
respects the code of principles” (Facilitator, aged 21). There was also the consideration of ethical from a more 
nuanced perspective when a facilitator (aged 21) asked: “is there more meaning to [the concept] of being right?” 
with other participants agreeing with the importance of asking this question. Similarly, another facilitator (aged 
21) expanded this inquiry into what it means to be “right’ by considering the perspectives of different audiences: 
“I agree [with the view that ethical means to do something right], but at the same time … something that is right 
for me, or for a particular group, may not be right for another group. So as much as we are thinking we are doing 
something right, we also have to … take into consideration the audience you are preparing it [ethical design] for 
because that then takes into consideration whatever it is I think is right, [and allows me to think] is [this design] 
actually right?” 
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Interestingly, part of this nuance included questioning 
whether notions of what it means to be ethical should 
be integral to the core definition of the Metaverse 
itself: “being ethical is not a requirement for [defining] 
the Metaverse, but it is definitely a recommendation” 
(Project coordinator). However, another project 
coordinator challenged this view: “I disagree as we 
need to ensure that having an ethical mindset from the 
very beginning and this includes an ethical 
conceptualisation of the Metaverse, is something I view 
as driving ethical Metaverse spaces 
forward.”  Practically, when asked to expand on what 
it would mean to design “something that is right” 
(Young person, aged 10) in the Metaverse context, 
participants agreed that the design should begin with 
a human-centred approach, while simultaneously 
ensuring the protection of privacy: “we would have to 

consider, who are the persons who will actually be using the space [and] what they want to use it for … after we 
establish those objectives, we look at what kind of security measures we can put in place to ensure that when 
these persons are online, their information is secure (Facilitator, aged 21).  
 
The conversation shifted to exploring participants’ perspectives on resolving value tensions in designing ethical 
Metaverse spaces. These tensions were addressed more practically by engaging participants in a role-playing 
scenario where they navigated a value tension in the context of designing for accessibility. Participants agreed 
that it is important to uphold accessibility in design: “we want to ensure that the [Metaverse] space we are 
creating is accessible to everyone. So [for] those who probably may have disabilities [we must] ensure that when 
they get on the Metaverse, they have the same experience as being able to feel, to touch … just like anybody 
else who doesn’t have any disability” (Facilitator, aged 21). Designing for accessibility was also viewed as 
involving the ability to choose how one interacts with the Metaverse, including how one can code and the ability 
to vary the outcomes of that coding process. It was emphasised that users should have the freedom to tailor 
their experiences to their needs and preferences, including the ability to: “code different ways to interact” 
(Young person, aged 13).  
 
Participants were then invited to role-play a scenario, with the aim of resolving a potential value tension in 
designing the Metaverse. The scenario focused on whether to permit voice modifications, weighing accessibility 
(enabling users to alter their voices to sound more inviting) against trust (concerns about the potential misuse 
of voice manipulation). As illustrated in Figure 4, the proposed solution offered by participants reflects broad 
lessons learned during the capacity-building sessions, categorised across three steps that aligns with the recent 
work of Sanderson et al. (2024, p.2), with guidance from van de Poel (2015): 
 

1. Identifying undesirable operational events: This step involves initially assessing potential negative 
outcomes that could arise from not prioritising each value in the design process. 

• In Figure 4, the participant representing accessibility suggested that if the Metaverse did not 
allow for AI-enabled voice modifications, they would feel less confident due to their stutter; this 
sentiment was acknowledged by the participant playing the role of trust, who agreed that it 
would not be nice for individuals to feel insecure (Panel 1A). However, the trust participant also 
highlighted potential adverse outcomes if voice changes were permitted, suggesting it might 
enable deceptive or predatory activities, such as scamming (Panel 1B). 

“I agree [with the view that 
ethical means to do something 
right], but at the same time … 
something that is right for me, 
or for a particular group, may 

not be right for another group.” 
 

        -Facilitator, age 21 
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Figure 4. Resolving value tensions between accessibility and trust. Parts of the conversation are delivered in 
patois, the local language of Jamaica. All participants in the panels represent the voices of the young people, 
except for those in Panel 1B (Trust – University Facilitator) and Panel 2A (Trust – University Facilitator). Images 
are derived from the Metaverse avatars that participants developed during the project. 
 

2. Expanding the risk assessment matrix: This step involves broadening the evaluation of all potential risks 
associated with prioritising one value over another, or considering the consequences of not prioritising 
a particular value in the design process. 

• In Panel 2, participants broadened their consideration of the risks associated with prioritising 
accessibility over trust, questioning whether malicious actors, such as scammers or predators, 
might exploit the voice modification feature. They suggested assessing these risks by referencing 
the AI Incident Database, introduced during a capacity-building session, to determine if similar 
incidents have occurred (Panel 2A). The discussion then shifted to evaluating potential harms if 
the voice feature was not enabled, such as the impact on individuals with speech impediments 
like stuttering (Panel 2B). 

3. Implementing additional safeguards: This step involves identifying a third, less critical value within the 
scenario and determining how to ethically compromise this value to achieve a balance between the two 
primary competing values in the design process. 

• Ethically infringing on the value of privacy to accommodate both accessibility and trust was put 
forth as a solution to resolving the value tension (Panel 3A). This means allowing voice changes 
(accessibility) while upholding the value of trust by implementing approaches for voice checks 
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and validation. These checks and validations were viewed as crucial for resolving the value 
tension, with participants emphasising the importance of ethically upholding privacy throughout 
the entire process: “designing [features] that can improve their [users] privacy … people will 
always have their own opinions [of what to do] … but make sure [this solution encourages users] 
to not share their actual [revealing] information (Young person, aged 14). Moreover, in reflecting 
on the value of privacy, and acknowledging the ethical implications of potentially infringing upon 
it, participants also considered designing privacy mechanisms in a way that ensures user well-
being and safety. They agreed that, above all, any privacy infringement should be carefully 
aimed at: “keeping others away from harm, whether it’s mentally, well mostly mentally, since 
it’s online. Although it [the selected design] might not make both parties or everybody happy, 
it’s just much more important to keep everybody safe, in that [Metaverse] space.” (Facilitator, 
aged 21).  

 
 
Part II: Reflecting on the capacity-building training sessions for ethical Metaverse design and development 
 
Participants noted that a key part of co-developing the ethical guidelines and subsequent Metaverse spaces 
was the knowledge they gained through the training sessions, particularly from the “discussions” (Young person, 
aged 14), with a facilitator (aged 21) emphasising that everyone was enthusiastic in sharing their viewpoints 
and “hearing everybody’s ideas.” Another key aspect was the nature of the content covered in the training 
sessions: “the presentations [during the training] were very interesting, especially getting to hear from experts 
within the field, giving their different opinions… [it was also useful] when experts … [did] not just talk from 
experience but literally show[ed] us what [presenter pronoun redacted] has done within the Metaverse … what 
[presenter pronoun redacted] made in the Metaverse and how [presenter pronoun redacted] transferred it [the 
design] into real life, that kind of gave a more tactical perspective” (Facilitator, aged 21). There was also interest 
in exploring ethical design through a comparative perspective across different countries and industry contexts: 
“the comparison [of designing Metaverse spaces] between Jamaica and Brazil was interesting … and also 
learning about designing from the Sesame Street perspective” (Facilitator, aged 21).  
 
Summer Camp 
 
During the camp, participants were further inspired to collectively 
explore the legal implications of bad actors in the technology space: 
“I really enjoyed the group work as well, it was very fun. I also like web 
development; it was very good; it was very very fun creating fake 
companies [to explore the legal requirements of the companies in the 
Metaverse]” (Young person, aged 12).   
 
However, challenges emerged that reflected digital divides in the 
Jamaican context: “the Wi-Fi was very slow; it was not working most 
of the time” (Young person, aged 14), with participants 
recommending the need to have “a better venue with Wi-Fi if there is 
another face-to-face session” (Young person, aged 10). However, a 
project coordinator highlighted that in contexts where online stability 
is lacking, there is an opportunity to design Metaverse elements that 
encourage greater interaction with the physical world: 
 

“I really enjoyed the 
group work as well, it 

was very fun. I also like 
web development.” 

 
  -Young person, age 

12 
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We should remember that there is a need for in-person interactions… this is something for us to 
remember that all of these things [Metaverse spaces] are tools to augment and support what we are 
already doing, but they are not a replacement for the physical world and real-connection and so even 
as we look into digital spaces and immersive technologies, they are not a substitute for being with real 
people in real spaces (Project coordinator).  

 
Participants further emphasised an appreciation of both the technical and social elements of Project Amplify: 
“[I] enjoyed learning about the Metaverse and coding and making friends with people… and the group work” 
(Young person, aged 14). One project coordinator also expressed appreciation for a young person’s design, 
particularly their creativity and problem-solving skills: “one of my memorable moments was you [referring to a 
young person in the focus group session] explaining the design that you created and the meaning of it, I could 
see your wheels [thinking process] spinning … you were able to connect [with others] … [and] the design 
[features] … that was impressive” (Project coordinator).  
 
Part III: Towards the future of co-designing ethical Metaverse spaces  
 
When asked how they would further develop ethical Metaverse co-design initiatives if given a million dollars, 
participants highlighted the importance of disseminating knowledge across multiple stakeholder levels: “we 
could see how best we could go into schools, government facilities and talk about what we have uncovered and 
what we have learnt as well as tech [nology] companies in Jamaica … we can even take this thing [project] 
international too” (Facilitator, aged 21). More practically, participants considered the role of ethically using 
advertisements through social media as a potential gateway for expanding knowledge about ethical Metaverse 
design which includes “respectful advertisements around the world … on social media … on Instagram” (Young 
person, aged 14). Participants also suggested expanding Project Amplify’s outreach to other Jamaican young 
people by inviting their “friends” (Young person, aged 13) as “there are some people in the coding club at my 
school [who] are interested in this” (Young person, aged 14). Moreover, there was consensus on the importance 
of continuing research in this area. Participants recommended that, over the next few years, the focus should 
be on validating the guidelines specifically for the Metaverse, as this is a gap, rather than concentrating solely 
on virtual reality guidelines, more broadly:  
 

... based on the training sessions, some [the presenters] mainly spoke from the virtual reality point of view and 
not necessarily the Metaverse … it’s [the Metaverse] something that is evolving everyday … right now it’s [the 
Metaverse] not so mainstream but when it becomes mainstream, all the necessary measures are put in place 
because one of the things I remember from some of the sessions that those who are actually creating stuff, they 
always say we often create things but we don’t necessarily come up with the guidelines to ensure that they [the 
creations] are safe. So, for us to actually spend the time researching more about it [ethical Metaverse guidelines 
and actual implementation] … would be pretty cool as we develop a standard that not only could be used in 
Jamaica but could be used as an international standard (Facilitator, aged 21). 
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DISCUSSION 
 
The rapid and often unplanned introduction of children and young people to Metaverse spaces, that is mostly 
not designed with their safety in mind and for which they may not be well prepared, has amplified their risk of 
exposure to inappropriate or potentially harmful content. What is more concerning is that addressing these 
challenges, including potentially new forms of harms, are yet to be systematically addressed within Global 
Majority contexts, including countries within the Caribbean region. Consequently, Project Amplify, a one-year, 
community-based participatory collaboration between YCDI, a local organisation in Jamaica, and Jesus College, 
Oxford, emerged to address this gap and empower the next generation of Jamaican content creators of 
Metaverse spaces. As an experimental educational initiative in a Global Majority context, Project Amplify’s goal 
was twofold: (1) to amplify and empower young people’s voices in an anticipatory governance process of 
establishing ethical guidelines for the Metaverse and (2) to establish a collaborative classroom around 
Metaverse ethics, including ethical Metaverse design.  
 
Throughout the project, we engaged expert presenters from academia and industry, along with young people 
from Jamaica (aged 10 to 17) and university-aged facilitators based in Jamaica and the UK (aged 18 to 25), to 
address contemporary social, ethical, and policy concerns surrounding the Metaverse. Phase 0 laid the 
foundation by exploring participants’ initial perceptions (including concerns) about the Metaverse and the co-
design process. Phase 1 involved training both young people and university-aged facilitators, while Phase 2 
focused on co-designing the ethical guidelines. In Phase 3, these guidelines were further developed through an 
iterative process, alongside their practical implementation within Metaverse design. Finally, Phase 4 involved 
gathering project reflections. We identified five areas that demand immediate attention in the ethical design of 
the Metaverse: (1) privacy and data protection; (2) autonomy; (3) human flourishing (4) inclusivity and 
accessibility; and (5) reducing deceptive patterns in design. The project culminated in an in-person event at 
Jesus College, Oxford. During this event, the young people, facilitators, and project coordinators showcased 
their experiences, learnings, and outcomes from the project. In this final section, the key findings will be 
discussed within the broader context of Metaverse ethics, including their implications for policymakers, 
investors/funders, Metaverse providers/developers, and researchers. 
 
A mul3-dimensional view of ethical Metaverse governance 
 
In the current study, the proposed ethical guidelines were observed to fall into two distinct categories. Uzun 
(2023) provides a useful distinction between these observed categories, identifying them as governance-by-
the-Metaverse and governance-of-the-Metaverse. 13  The former involves the establishment of norms and 
guidelines within virtual environments to regulate user conduct, while the latter addresses the management of 
broader issues, such as unwanted behaviours and the ongoing development and evolution of the Metaverse 
itself. This theoretical distinction is crucial, as it clarifies the scope of regulatory frameworks. Functionally, the 
distinction allows stakeholders to better understand and delineate their responsibilities, thereby reducing 
potential gaps in accountability (Santoni & Mecacci, 2021). Moreover, the differentiation ensures that rules and 
policies are effectively targeted and managed across various levels of the Metaverse ecosystem. Both 
dimensions are reflected in the co-designed guidelines presented in this study, which we explore in detail in the 
next section. 
 

 
13 Uzun’s (2023) bi-dimensional framework for Metaverse governance is employed for its clarity in categorising complex governance issues. However, our overall 
outlook on the guidelines goes beyond this structure, adopting a multi-dimensional perspective that considers ethical, social, technological, and cultural factors. 
This broader approach ensures a more comprehensive understanding of Metaverse governance challenges. 
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Governance-by-the-Metaverse 
 
Governance-by-the-Metaverse focuses on the internal regulation of virtual environments, specifically the 
establishment of Metaverse norms that inform the development of guidelines for behaviours within this space 
(Uzun, 2023). These norms and guidelines define how the Metaverse is structured and controlled by its creators, 
as well as the rules that users must follow when interacting within the virtual environment (Long, 2012). 
Governance-by-the-Metaverse ensures adherence to these norms through mechanisms such as code 
enforcement, automated systems, community guidelines, and user self-regulation, all aimed at promoting and 
upholding pro-social Metaverse interactions (Uzun, 2023; Zhang, 2022). For example, in the current study, a 
norm embedded within our guidelines is the promotion of user autonomy. This norm was, however, integrally 
connected to addressing a primary concern identified during the initial phases of our research—namely, 
participants’ predominant concerns regarding privacy and data protection within the Metaverse. This concern’s 
prominence aligns with previous research, which identifies privacy as one of the most frequently discussed 
governance issues in Metaverse use. Notably, 41% of global Metaverse users have reported concerns about 
their privacy and data protection (Uzun, 2023); this issue was also identified as a top priority for both business 
owners and consumers (PricewaterhouseCoopers, 2022).  
 
Furthermore, in the present study, norms (and subsequent proposed guidelines) intended to enhance human 
flourishing may inadvertently amplify concerns related to privacy and data protection. For example, one 
guideline proposed that the Metaverse be designed with well-being as a core principle from its inception. 
Accordingly, it was recommended that users undergo an AI-enabled mental health check upon entering the 
Metaverse. However, the sensitive nature of the health data required to facilitate this engagement is likely to 
raise significant privacy and data protection concerns. Zhao et al. (2023) emphasise that the Metaverse 
introduces the new bucket effect, which involves changes in the nature, quality, and quantity of data collected 
due to a change in environment. That is, engagement within the Metaverse involves an ongoing collection of 
personal and non-personal data compared to previous platforms, due to its immersive nature, the 
indistinguishability between virtual and real experiences, and the use of multiple sensors (Bolognini & 
Carpenelli, 2022). This will likely be further intensified by the integration of AI, including its application to 
enhance the functionality of the Metaverse across various services (Guo et al., 2022). Moreover, once 
information is transmitted from the user’s device, it is no longer under their direct physical control, increasing 
its vulnerability. Therefore, protecting user information at the device level is essential. This approach to data 
security is primarily infrastructure- and technology-focused, which will be further explored in the section on 
Governance-of-the-Metaverse. 
 
The discussion on governance-by-the-Metaverse, with its emphasis on defining and establishing norms that 
underpin Metaverse guidelines, implicitly invites an examination of the underlying principles that shape these 
norms: whose norms should take precedence in shaping expected ethical behaviours and designs within the 
Metaverse (Egliston et al., 2024)? This inquiry aligns with our findings, where participants suggested that ethical 
norms should reflect a commitment to striving for what is right; but they acknowledged that there is no single, 
universally applicable definition of right. While concepts of right and wrong, and subsequent digital designs, are 
often influenced by cultural or geo-political experiences—such as the design of Metaverse environments in 
China, shaped by Xi Jinping Thought (Gray, 2021; McMorrow, 2024; Peters, 2019; Siu & Chun, 2020)—
psychologists have observed that humans generally share a universal sense of morality, irrespective of specific 
demographic or political characteristics (Black, 2014; Hauser, 2006).  
 
Despite this proposed universality in notions of right versus wrong, we also acknowledge that value tensions in 
designs often emerge. This is especially pertinent to our recommended guidelines around content moderation. 
For instance, while we propose guidelines aimed at reducing harmful speech to promote human flourishing, we 
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also recognise the importance of free speech and thought diversity. In this context, value tensions may arise 
when attempting to uphold both values—reducing harmful speech while protecting free speech—during the 
design process. How do we resolve this? This question has long been a central concern within value-sensitive 
design research (Borning & Muller, 2012; Friedman, 1996; Friedman et al., 2017; Maciejewski, 2023; 
Veluwenkamp & van den Hoven, 2023). Researchers are increasingly prioritising the inclusion of large-scale 
public input in the design process to better understand and address these complex value dilemmas (e.g., Awad 
et al., 2018). For example, in the context of harmful versus free speech, Kozyreva et al. (2023)14 found that 
people generally prefer to combat harmful misinformation over preserving absolute free speech. This suggests 
that when faced with the dilemma of allowing free speech that might include misinformation or restricting 
speech to prevent harm, many individuals tend to favour actions that mitigate harm, even if it involves limiting 
certain forms of free expression. However, we must also recognise that limiting speech can lead to outcomes 
such as the chilling effect, which has significant implications for the preservation of democratic principles 
(Schauer, 1978). 
 
A more nuanced approach to resolving value tensions and addressing the broader question of whose norms 
should underpin the Governance-of-the-Metaverse might involve shifting the focus from a binary distinction 
between right and wrong to a deeper consideration of the consequences of Metaverse users’ or providers’ 
actions (or inactions). This approach would particularly emphasise the potential harm that could arise from 
normalising certain behaviours or designs. For instance, a current norm in digital environments, as discussed in 
our study, is the “generous” provision of personalised services within the Metaverse, which often entails hidden 
costs, particularly concerning data privacy and user autonomy. These personalised offerings create an 
unspoken, complex, and opaque cycle of demands between technology companies and end-users, including 
young children, which involves excessive datafication (Barassi, 2019; Garcia-Rivadulla, 2016). We refer to the 
mechanism underlying this cycle as the Luke Effect: “from everyone who has been given much [convenience], 
much will be demanded [increased datafication].”15 Indeed, there is unprecedented demand on end users, 
including demands on the provision of their data, demands on their privacy, and demands on their agency 
(Barassi, 2019). Given that the prevailing norm has been for Metaverse providers to have unprecedented access 
to users’ personal data (i.e., upholding the value of profit over user autonomy), there is a pressing need to 
better understand the long-term consequences of de-valuing user autonomy. In addition, and more broadly, 
there is also a need for stronger regulatory demands to ensure ethical data access and handling. This shift in 
regulatory focus is crucial to protecting user privacy and upholding ethical standards in the rapidly evolving 
landscape of the Metaverse. This underscores the importance of effective governance-of-the Metaverse. 
 
Governance-of-the-Metaverse 
 
Governance-of-the-Metaverse involves broader regulatory and developmental standards and strategies, 
tackling challenges such as interoperability, technological advancements, and cross-platform consistency, 
ensuring a robust and swift 5G infrastructure, which are vital for enhancing the overall Metaverse experience 
(Uzun, 2023). There were relatively fewer instances of this aspect of Metaverse governance reflected in our 
proposed guidelines. However, the most relevant guideline that aligned with this dimension pertained to the 
concept of MetaPods. The idea for MetaPods emerged from the current understanding that fragmented 
personal data can be collected and each user stores their data in their own online storage space that is called a 
personal online datastore (Pod). This is linked to ongoing developments in decentralisation efforts, particularly 
around Solid (Social Linked Data) Pods [Solid Pods] (Esposito et al., 2023; Sambra et al., 2016). Developed by Sir 
Tim Berners-Lee, a Solid Pod serves as a secure repository for various types of personal data, such as contacts, 

 
14 For readers seeking insight into platform moderation policies, these authors offer a comprehensive overview of the key moderation policies implemented 
across various platforms (see SI Appendix, Table S9). 
15  Luke 12:48, NIV; parentheses with additional details are added to clarify the point 
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files, photos, and other sensitive information. Users maintain full control over their data, deciding who can 
access it and what specific information is shared. This system empowers individuals with complete autonomy, 
allowing them to manage sharing permissions, grant access, and revoke permissions as they choose (Sambra et 
al., 2016).  
 
The proposed MetaPods are grounded in Solid principles and would serve as secure personal data repositories 
within the Metaverse, enabling users to manage and control all their interactions, assets, and data. This 
consideration is crucial given that interactions within the Metaverse can generate extensive personal data, such 
as unique biometric recordings, eye movements, facial expressions, and heart rates, with Bailenson (2018) 
finding that a 20-minute virtual reality session could generate nearly 2 million unique body language recordings. 
To address privacy concerns, some scholars have discussed alternatives like walled gardens, which create a 
closed Metaverse ecosystem to better secure data (Ng, 2022). However, walled gardens—representing a 
centralised governance approach—can pose significant issues for users. Similar to the design of current social 
Web applications such as Facebook, Instagram, and X (nee Twitter), this centralised governance approach 
confines data and interactions within their own ecosystems, significantly restricting users’ ability to interact 
with or transfer data to other systems (Sambra et al., 2016). This confinement undermines and limits user 
autonomy over personal information. Importantly, this lack of interoperability — the ability of different systems 
or technologies to work together and exchange information effectively — within walled gardens means users 
must stay within the same ecosystem to access or manage their data (Berners-Lee, 2010; Cabello et al., 2013). 
In contrast, MetaPods, based on Solid principles, offer a more promising approach by extending the principles 
of data ownership and privacy while providing greater interoperability across different platforms (Sambra et al., 
2016).  
 
Other scholars have yet advanced that the governance-of-the-Metaverse, particularly concerning data privacy 
and security, should be underpinned by “themes of secrecy” (Uzun, 2023, p. 239). However, this perspective 
encounters potential drawbacks when data is conceptualised through a property-centric lens. Specifically, an 
emphasis on walls and secrecy regarding data access may inadvertently impede the facilitating of data access 
and sharing for the collective good (Remolina & Findlay, 2022; Verhulst, 2023) and to date we do not yet have 
a nuanced understanding of the potential adverse effects that emerge from not sharing data in service of the 
public good. This is an active area for future research being implemented through different initiatives, including 
the Open Metaverse Interoperability Group (OMI Group, 2021). 
 
Metaverse autonomy: Ethical autonomy within an autonomy life cycle 
Closely aligned with the concept of sharing data for the public good, the guidelines proposed in this study 
strongly advocate for upholding ethical autonomy. This concept encourages Metaverse users to critically reflect 
on and responsibly exercise their autonomy in managing control over their data. Our study proposes that 
integrating this concept into design frameworks ensures users make ethical and informed decisions when 
interacting with or disengaging from the Metaverse, particularly in terms of data sharing. This proposition aligns 
with the literature on digital self-determination, which emphasises collective autonomy and is often explored 
through a Kantian ethical lens (Kant, 1996; Remolina & Findlay, 2021). 
 
We further contribute to this body of work by proposing that one approach to facilitating ethical autonomy is 
through an autonomy life cycle: this refers to a continuous process designed to enhance people’s control over 
their interactions and decisions within the Metaverse, from initial engagement to eventual disengagement and 
possible re-engagement. Key to this cycle are transparent checkpoints at each (dis)engagement stage, which 
support and promote users’ ethical autonomy. Another central feature of this cycle is its emphasis on promoting 
critical thinking rather than enabling criticism. We argue that poorly designed autonomy life cycles can lead to 
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what we term a critical thinking paradox, resulting in excessive overthinking, criticism, mistrust, and a 
reluctance to share data for the public good. To reduce this likelihood, it is crucial that these designs are 
informed by established research on fostering critical thinking in digital environments (Abrami et al., 2015; 
Mulnix, 2012; Paul & Elder, 2008; Willingham, 2007). Future research should prioritise identifying design flaws 
that contribute to the critical thinking paradox, including conducting experimental studies to explore the role 
of Metaverse environments in fostering critical thinking (Lai, 2024). This approach will help clarify how these 
digital spaces can either support or hinder users’ ability to think critically and ethically, ensuring that the design 
of the Metaverse aligns with the broader goal of promoting informed and autonomous user engagement. More 
broadly, the autonomy life cycle proposal addresses the gradual degradation of online platforms, which initially 
entice users with excellent, often free services, but eventually shift to prioritising profit over user experience 
and autonomy. This shift leads to intrusive advertisements, exploitative practices, and potentially diminished 
human flourishing (Doctorow, 2024). 
 
The autonomy life cycle and human flourishing 
 
The autonomy life cycle proposal also prompts broader inquiries into the implications for well-being associated 
with participation in digital spaces like the Metaverse. This is particularly relevant as the cycle is closely tied to 
our proposed guidelines on human flourishing and the reduction of deceptive design patterns. The cycle aims 
to create opportunities for users, especially children, to engage with both the virtual and physical worlds, 
thereby safeguarding their well-being and promoting positive human flourishing.  
 
There, however, remains a significant research gap concerning the specific impact of the Metaverse on the 
human flourishing of young people, including the effects of video game play in the Metaverse, immersion in 
virtual environments, and the development of social bonds. However, recent studies outside the Metaverse 
context have highlighted the potential of video games, for example, to positively impact children’s well-being. 
For example, a recent UNICEF Innocenti Report (2024), based on experimental, ethnographic, and 
psychophysiological studies conducted across six countries, found that digital games hold promise in enhancing 
children’s well-being, including their autonomy. The study suggested that this might occur through problem-
solving within games, exercising agency in decision-making, and customising avatars, all of which foster a sense 
of autonomy and creativity. At the same time, the study reports that digital games help children to regulate and 
navigate their emotions, fostering a sense of connection with others and facilitating the management of social 
interactions. Other scholars have shown that these positive online social interactions seem to also extend to 
offline settings. For example, Steinsbekk et al. (2024) conducted a longitudinal study involving Norwegian 
adolescents, revealing a significant association between social media usage and offline face-to-face interactions 
with friends, particularly among 12 to 14-year-olds. This implies that engaging with the Metaverse could 
potentially foster increased offline social engagement among youth. However, for these positive benefits of 
engagement with digital spaces to occur, these virtual environments need to be designed with children’s well-
being in mind (UNICEF Innocenti, 2024), aligning with our proposed guideline for the Metaverse to have human 
flourishing by design. To achieve this, we propose that the Metaverse should be intentionally designed to 
encourage engagement with the world outside of it, using an interdisciplinary approach to understand its 
nuances. To this end, Dwivedi et al. (2022) adopt a comprehensive, multi-perspective narrative, where 42 
scholars critically discuss the dilemmas of accessing the Metaverse, including its use and misuse across various 
domains such as education and youth. They also address broader issues related to fairness, transparency, and 
the psychological implications of toggling between the virtual and physical worlds. 
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Recommenda3ons 
 
Recommendations for policymakers 
 
Bolognini and Carpenelli (2022, p. 3) pose a critical and forward-thinking question for policymakers: “Can our 
conceptual and technico-juridical categories still function in the Metaverse? And if so, to what extent?” Jamaica, 
having recently implemented its Data Protection Act, currently lacks provisions that address the complexities 
of the Metaverse. This highlights the importance for local policymakers to adopt a proactive rather than reactive 
stance on data protection policies. This should encompass not only the Metaverse but also digital spaces more 
broadly, including AI-enabled environments, as outlined in our proposed guidelines. Importantly, given the 
pervasive surveillance of children's experiences (e.g., see Lupton et al., 2017), policymakers must carefully 
reconsider and enhance regulations to address the amplified and continuous collection of multiple data points 
within the Metaverse. 
 
Given the creative solutions that the young people generated and the critical discussions they led, we urge 
policymakers to invest more resources in providing opportunities for students to address local technological 
challenges with innovation. This can be achieved either through enhanced out-of-school learning activities or 
by integrating such opportunities within the formal curriculum. This is crucial for nurturing students’ critical and 
creative thinking—a key area needing improvement, as evidenced by Jamaica’s overall low performance16 in 
creative thinking during the recent 2022 Programme for International Student Assessment (PISA) cycle (OECD, 
2024).  
 
Additionally, Rodney Taylor (2022), Caribbean Telecommunications Union Secretary General, underscores 
another important perspective: “One thing we must never do in the [Caribbean] region is relinquish all 
technological innovation to developed countries and merely consume technology products and services from 
afar … Yes, we must build global relationships and collaborate, but we must also take ownership and craft our 
own destiny.”  In this context, it is crucial to consider the implications of receiving international funding for local 
Metaverse development and its associated conditions. For instance, Jamaica’s history of borrowing from 
international organisations like the International Monetary Fund (IMF) has often involved austerity measures 
such as reducing social spending, which can impact local human and economic development priorities 
(Bissessar, 2014; Clarke & Nelson, 2020). Policymakers must therefore develop a strategic plan to navigate these 
challenges if they choose to seek international funds to advance the Caribbean Metaverse industry. Relatedly, 
the upcoming 2024 appointment of Jamaican Minister of Finance, Hon. Dr. Nigel Clarke, to the post of Deputy 
Managing Director for the IMF could have significant implications for Jamaica’s investment in digital 
technologies (Mitchell, 2024). This strategic positioning may enhance Jamaica’s efforts to strengthen its 
economy by fostering a more robust and sustainable digital infrastructure, aligning with broader economic 
goals. 

Recommendations for investors and funders 

Funders are advised to genuinely value the principles of slow scholarship (Carrigan & Vostal, 2018) particularly 
within Global Majority contexts. In Project Amplify, we aimed to engage in a community-based participatory, 
citizen science project that extended beyond a single-point interaction. We focused on providing participants 
with meaningful opportunities to reflect on their experiences, fostering deeper and more sustained 

 
16 Interpreting these findings should be approached with caution, as they may not fully meet one or more PISA sampling standards (OECD, 2024 recommends 
viewing Reader’s Guide, Annexes Az and A4 for further information). 
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involvement. In many Global Majority public school contexts, children are often subjected to large class sizes 
(e.g., up to 50 students per classroom in Jamaica), and therefore often lack opportunities to voice their opinions 
(Allen, 2018). This suggests that co-design may be more challenging in these contexts, as children often lack 
opportunities to develop skills for collaborating with adults in the creation of digital products. Therefore, 
depending on contextual factors, a slow science approach may be essential to build young people’s confidence 
and enable their meaningful engagement over time, addressing gaps often present in formal learning 
environments. We encourage funders to be mindful of these contextual factors and support longer-term 
studies, including those with longitudinal ethnographic approaches. This will help to thickly align design 
implementations more closely with people’s values, providing a richer understanding of their true expectations 
for Metaverse ethics (Nelson, 2023). 

Recommendations for Metaverse providers and developers 
 
The key message for Metaverse providers is to prioritise, if not place even greater emphasis on, shifting the 
focus from ethical Metaverse design to the development of ethical Metaverse developers. Foremost among this 
shift is the question of what—or whose—values Metaverse spaces ought to align with: Whose ethical systems 
should be applied? Who gets to make that decision? Who has the responsibility to care about implementing 
ethical metaverse spaces? Who might enforce ethical regimes once they are established? Indeed, central to the 
resolution of value tensions in a human-centred way, in a way that is fair, begins not with who we are designing 
for – it begins with reflecting who we are: What are our values and what are our biases? Whose values get to 
be included and whose are left out? How do these values influence what we build, how we build, and for whom? 
(Rainie et al., 2021; Smith et al., 2020). More broadly, in every Metaverse development project, when applying 
ethical guidelines to design, it is important to ask: “Whose side are our Metaverse ethics codes on?” … “Are we 
doing good for everyone, for most people, for the vulnerable, or for a power[ful] elite?” (Washington & Kuo, 
2020, p.230-231).  
 
Recommendations for researchers 
 
Our project aimed to design ethical Metaverse guidelines with active input from young people, ensuring their 
voices and perspectives were integrated into the evolving digital landscape. However, logistical and availability 
constraints led to the exclusion of families, particularly parents, as key participants. Parents play a critical role 
in shaping their children’s online experiences and ethical viewpoints, and their perspectives should offer 
valuable insights into potential challenges and solutions. Future research should address this gap in Global 
Majority contexts by actively and directly involving parents and caregivers more extensively, thereby 
contributing to the emerging research on parents’ perceptions of the Metaverse (Bonales et al., 2024). Such 
research should explore their concerns, expectations, and recommendations for ethical engagement with the 
Metaverse and determine how these experiences might differ across context. Additionally, our research 
introduced concepts such as, the autonomy life-cycle, ethical autonomy and the critical thinking paradox. Future 
researchers should further investigate and validate these constructs across various contexts, including their 
conceptualisation, to establish a globally shared understanding. Additionally, researchers could identify best 
practices for implementing a functional autonomy-enhancing life-cycle that upholds ethical autonomy, and 
reduces the critical thinking paradox, within the Metaverse. 
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